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Abstract— Considering growing building construction industry 

in developing countries and sustainable development concept, as 

well as the importance of taking care of the future generations, 

codifying buildings scoring system based on environmental criteria, 

has always been a subject for discussion. The existing systems 

cannot be used for all the regions due to several reasons, including 

but not limited to variety in regional variables. In this article, the 

most important common LEED (Leadership in Energy and 

Environmental Design) and BREEAM (Building Research 

Establishment Environmental Assessment Method) common and 

Global environmental scoring systems, used in UK, USA, and 

Japan, respectively, have been discussed and compared with a 

special focus on CASBEE (Comprehensive Assessment System for 

Built Environment Efficiency), to credit assigning field (weighing 

and scores systems) as well as sustainable development criteria in 

each system. Then, converging and distinct fields of the foregoing 

systems are examined considering National Iranian Building Code. 

Furthermore, the common credits in the said systems not mentioned 

in National Iranian Building Code have been identified. These 

credits, which are generally included in well-known fundamental 

principles in sustainable development, may be considered as offered 

options for the Iranian building environmental scoring system. It is 

suggested that one of the globally and commonly accepted systems 

is chosen considering national priorities in order to offer an effective 

method for buildings environmental scoring, and then, a part of 

credits is added and/or removed, or a certain credit score is changed, 

and eventually, a new scoring system with a new title is developed 

for the country. Evidently, building construction industry highly 

affects the environment, economy, efficiency, and health of the 

relevant occupants. Considering the growing trend of cities and 

construction, achieving building scoring systems based on 

environmental criteria has always been a matter of discussion. The 

existing systems cannot be used for all the regions due to several 

reasons, including but not limited to variety in regional variables. 

 

Keywords— scoring system, sustainability assessment, water 

efficiency, national Iranian building code. 
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Abstract—In the last decades, the construction of swimming pools 

for recreational activities has grown exponentially in southern 
Europe. Swimming pools are used both for private use in villas and 
for collective use in hotels or condominiums. However, they have a 
high environmental impact, mainly in terms of water and energy 
consumption, being used for a short period of time, depending 
significantly on favorable atmospheric conditions. Contrary to what 
would be expected, not enough research has been conducted to 
reduce the negative impact of this equipment. In this context, this 
work proposes and analyses technological measures to reduce the 
environmental impacts of swimming pools, such as thermal 
insulation of the tank, water balance in order to detect leaks and 
optimize the backwash process, integration of renewable energy 
generation, and a smart control system that meets the requirements of 
the user. The work was developed within the scope of the 
Ecopool+++ project, which aims to create innovative heated pools 
with reduced thermal losses and integration of SMART energy plus 
water management systems. The project is in the final phase of its 
development, with very encouraging results.  
 
Keywords—Swimming Pools, Sustainability, Thermal Losses, 

Water Management System.  

I. INTRODUCTION 

UTDOOR swimming pools are attractive equipment,  that 
are very common in villas, condominiums and touristic 

facilities, in southern European countries, like Portugal, Spain, 
Italy, Cyprus and Malta. In summer months the high 
temperatures and solar radiation stimulates outdoor activities 
and in contact with water. These pools are normally used for 
short periods of the year, dependent from good weather 
conditions in the summer period (4-5 months). Beyond these 
months, in order to increase the periods of utilization, the 
water is commonly heated, with high costs and environmental 
impact. 

In terms of water losses and energy consumption, these are 
mainly caused by: 1) evaporation of water into the 
surrounding air, 2) radiation to the sky; 3) convection near the 
surface of the water and 4) conduction through the walls and 
floor to the ground. 

In this context, the objectives of the Ecopool+++ project - 
Innovative heated pools with reduced thermal losses and 
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integration of SMART energy plus water management systems 
[1] are to find solutions to: (i) mitigate water leakage, (ii) 
minimize energy losses, (iii) integrate renewable energy 
generation & thermal storage systems and (iv) develop and test 
predictive and intelligent control systems for energy and water 
management, contributing to the sustainability of these 
equipment and the maximization of their utilization 
throughout the year. 

The rest of this paper has the following structure. Section II 
presents the state of the art in terms of solutions that allow 
water and energy conservation. Section III describes the 
proposed technological measures that allow reducing the 
environmental impact of swimming pools and section IV 
concludes the paper. 

II.  STATE OF THE ART SOLUTIONS FOR WATER AND 

ENERGY CONSERVATION 

The Architecture, Engineering and Construction (AEC) 
sector has seen very significant developments over the last 
years. The project and construction of swimming pools require 
a high level of expertise [2]. The negative environmental 
impacts of the sector are recognized, which in turn require an 
increase for technological solutions to improve the 
environmental performance and to ensure attaining to the 
Sustainable Development Goals (SDGs) of the United Nations 
[3]. 

In swimming pools, water and energy consumption have a 
high environmental impact. The control of energy losses, 
avoiding water temperature reduction and the control of water 
consumption are the biggest challenges.  

In swimming pools, energy losses are mainly due to walls 
and floor´s conduction and evaporation process. In buildings, 
the envelope is, nowadays, thermally insulated with materials, 
such as, XPS - extruded polystyrene plates, EPS - expanded 
polystyrene insulation or ICB - Expanded cork agglomerate. 

At this level, Rose [4] proposes, thermal insulation of the 
interior walls and floor of the tank, using rigid phenolic panels 
(high pressure laminates) or cellular glass (FOAMGLAS), 
together with a rigid waterproof mortar and PVC coating. 
Unfortunately, it was not possible to find detailed information 
regarding its effective thermal performance, mechanical 
strength, and durability/longevity. 

The evaporation process causes both heat and water losses. 
To minimize these losses, a surface coverage of the water is a 
relevant measure whose performance is dependent on the 
solution chosen and the number of hours of coverage (this is 
very dependent on the simplicity of its utilization). Using a 

Fátima Farinha, Miguel J. Oliveira, Gina Matias, Armando Inverno,  
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Technological Measures to Reduce the 
Environmental Impact of Swimming Pools 

O

2



Conference Proceedings, Paris France June 22-23, 2023

 

 

cover that is transparent to solar radiation allows heat gains in 
the water, even during the periods that it is covered. 

Security is another important function of a surface cover of 
the water. For that it needs to be resistant to support a 
children’s weight. 

The evaporation process is also very dependent on the 
intensity of the wind - since the wind is the motor for 
convection and evaporation heat losses. To minimize them a 
water surface cover and tree barriers or walls can be used. 

Water and energy losses also result from filter backwashing, 
since the water required for it is normally lost. Part of the heat, 
and thus energy [5], [6], [7], [8], can still be recovered if a 
wastewater´s heat recovery device is used. A tank to store the 
wastewater can also be used to allow using this water for a 
garden's irrigation or outdoor washing [9]. 

Electricity generation from renewable energy sources, such 
as, solar, wind, geothermal, have a great potential for heating 
swimming pools directly or through heat pumps. At this level, 
Ribeiro et al. [10] focuses on the use of intelligent control 
systems to perform demand control on indoor pools. In it, the 
integration of renewable energy systems combined with a 
Building Energy Management Systems (BEMS) have shown 
to support a great potential to reduce electricity and thermal 
costs. 

III. TECHNOLOGICAL MEASURES TO REDUCE THE 

ENVIRONMENTAL IMPACT  

In the scope of the Ecopool+++ project, several 
technological measures are being studied to reduce the 
environmental impact of outdoor swimming pools. 

One of the measures includes the adoption of a thermal 
insulation system, inside the pool, with the analysis of 
different thermal insulation materials, such as: XPS (Extruded 
polystyrene insulation), EPS (Expanded polystyrene 
insulation) or ICB (Expanded cork agglomerate), their 
thicknesses and connection between layers (Fig. 1). 

 

 

 
  

Fig. 1 Thermal insulation systems. Lab tests: (a) XPS (b) ICB 
A simulation model of the water balance is also considered, 

to allow a leak detection system. An optimizing system for the 
backwash process (as shown in Figs. 2 and 3). The 
reutilization  
 

 

 

Fig. 2 Water balance (adapted [9])  

 

 

Fig. 3 Hydraulic circuit 
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of water for the washing and/or irrigation of the surroundings 
spaces. 

The project also includes a study and design of renewable 
energy systems including solar collectors, Phase-change 
material (PCM), and PC-Ground. The application of these 
solutions depend on the location of the outdoor swimming 
pool (Fig. 4). 

 

 
 
 
 
 
 
 
 
 
 
 

 

 Fig. 4 Renewable energy system 
 

All the equipment, including the thermal insulation system, 
water surface coverage, renewable energy systems, among 
others, were numerical modelled, allowing their simulation in 
terms of thermal and mechanical performance. It also allows 
the optimization of the final solutions to be considered. 

The control procedure is summarized by Fig. 5. The control 
principle is identical to the ON/OFF control with hysteresis, 
which is to establish a ∆T around a reference or desired value, 
Tsetpoint. When the observed water temperature (decreasing) 
reaches a value below the Tsetpoint - ∆T/2, the control signal 
turns to the ON state, which translates to switching on the 
solenoid valves. If the observed temperature (ascending) 
reaches a value above Tsetpoint + ∆T/2, the control signal 
switches to OFF state meaning the solenoid valves are turned 
off. When the observed temperature reaches the value of 
(Tsetpoint+ ∆T/2) and the temperature of the water at the 
outlet of the solar collectors is higher than the water in the 
tank, the water is circulated through the geothermal 
subsystem, so that it retains the excess energy. 
 

 
Fig. 5 Control scheme applied 

 
Fig. 6, shows the results of a simulation of the SMART 

control system, considering a setpoint temperature of 25ºC, a 
∆T=2ºC and solar collectors with an area of 50 m2. Two 
simulations are shown for different sets of months. 
 

 

 

Fig. 6 Numerical modelling control for a setpoint of 25ºC, ∆T=2ºC 
and solar collectors with an area of 50m2. Top plot: simulation for the 
months of May and June. Bottom plot: simulation for the months of 

July and August 
 

The project also integrates a SMART monitor and control 
system for the integrated management of the various systems 
(Fig. 7). 

 

Fig. 7 SMART platform 

IV. CONCLUSION 

 Oliveira et al [11], in a study carried out in the Algarve 
region, reported that 72% of swimming pools have no water 
surface coverage and 65% of pools have no water heating 
system. The coverage not only guarantees the safety of users, 
in particular children, but also limits water losses through 
evaporation, while minimizing heat losses. The non-existence 
of a water heating system means that the use of the pool is 
restricted to the period when the water temperature is 
satisfactory, which depends on the existence of very good 
climatic conditions, which in southern Europe is normally 
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limited to the summer period. 
Nowadays there are a significant set of technological 

measures, used in other sectors, which properly 
operationalized can decisively contribute to reducing the 
negative environmental impact of swimming pools. 
Laboratory testing and construction of sustainable swimming 
pools is the way forward. The use of thermal isolating 
materials inside the tank, water coverage systems, automatic 
control of filtering system and water leakage, integration of 
renewable energy sources and intelligent control of the whole 
system, reflecting user preferences, are some of the 
technological measures that are being developed and tested by 
Ecopool+++ project. 
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Abstract— Chlordecone (CLD) is an organochlorine pesticide 

used between 1971 and 1993 in both Guadeloupe and Martinique for 

the control of banana black weevil. The bishomocubane structure 

which characterizes this chemical compound led to high stability in 

organic matter and high persistence in the environment. Recently, 

researchers found that CLD can be degraded by isolated bacteria 

consortium and, particularly, by bacteria such as Citrobacter sp 86 

and Delsulfovibrio sp 86. Actually, six transformation products 

families of CLD are known. Moreover, latest discover showed that 

CLD was disappearing faster than firstly predicted in high 

contaminated soil in Guadeloupe. However, toxicity of 

transformation products is still unknown, and knowledge has to be 

deepen on degradation ways and chemical characteristics of 

chlordecone and its transformation products. 

  

Microbial fuel cells (MFC) are electrochemical systems that can 

convert organic matters into electricity thanks to electroactive 

bacteria. These bacteria can exchange electrons through their 

membranes to solid surfaces or molecules. MFC had proven their 

efficiency as bioremediation systems in water and soils. They are 

already used for bioremediation of several organochlorine 

compounds such as perchlorate, trichlorophenol or 

hexachlorobenzene. In this study, a three-electrodes system, inspired 

of MFC, is used to try to degrade chlordecone using bacteria from 

mangrove swamp in Martinique. As we know, some mangrove 

bacteria are electroactives. Furthermore, CLD rate seems to decline 

in mangrove swamp sediments. This study aims to prove that 

electroactive bacteria from mangrove swamp in Martinique can 

degrade CLD thanks to a three-electrodes bioelectrochemical system.  

 

To achieve this goal, the tree-electrodes assembly have been 

connected to a potentiostat. The substrate used is mangrove water and 

sediments, sampled in mangrove swamp of La Trinité, a coastal city 

in Martinique, where CLD contamination have already been study. 

Electroactive biofilms are formed by imposing a potential relative to 

Saturated Calomel Electrode using chronoamperometry. Moreover, 

their comportment has been studied by using cyclic voltametry. 

Biofilms have been studied under different imposed potential, several 

condition of substrate and with or without CLD.  

In order to quantify the evolution of CLD rates in the substrate’s 

system, gas chromatography coupled with mass spectrometry (GC-

MS) was performed on pre-treated samples of water and sediments, 

after a short, medium and long term contact with the electroactive 

biofilms.  

 

 
M. Jonata, Phd student in the Science and Environemental Technology 

department, French West Indies University, Schoelcher, 97233, Martinique 
(phone: +33 650 036 011; e-mail: Malory.Beaujolais@etu.univ-antilles.fr).  

F. Robert, is with the Science and Environemental Technology department, 
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florent.robert@univ-antilles.fr).  

P. Salvin is with the Science and Environemental Technology department, 

French West Indies University, Schoelcher 97233, Martinique (email: 
paule.salvin@martinique.univ-ag.fr) 

Results showed that between -0,8V and -0,2V the three-electrodes 

system was able to reduce chemical in substrate solution. The first 

GC-MS analysis result of samples spiked with CLD seem to reveal 

decreased CLD concentration over time.  

 

In conclusion, the designed bioelectrochemical system can provide 

the necessary conditions to chlordecone degradation. Though it is 

necessary to improve three-electrodes control settings in order to 

increase degradation rates. The biological pathways are yet to 

enlighten by biologicals analysis of electroactive biofilms formed in 

this system. Moreover, the electrochemical study of mangrove 

substrate gives new informations on the potential use of this substrate 

for bioremediation. But further studies are needed to a better 

understanding of the electrochemical potential of this environment. 

 

Keywords— Bioelectrochemistry, Bioremediation, Chlordecone, 

Mangrove swamp. 
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Characterization of a Three-Electrodes 

Bioelectrochemical System from Mangrove Water 

and Sediments for the Reduction of Chlordecone 

in Martinique 
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Science and Engineering, Tongji University, 1239 Siping Road, Shanghai, 200092, China 

b Shanghai Institute of Pollution Control and Ecological Security, Shanghai, 200092, China 

 

Abstract 

Mixed matrix membranes (MMMs), as a separation technology, can improve CO2 

recycling efficiency and reduce the environmental impacts associated with huge 

emissions. Nevertheless, many challenges must be overcome to design excellent 

selectivity and permeability performance MMMs. Herein, this work demonstrates the 

design of nano-scale GNPs (Cu-BDC@PEG) with strong compatibility, and high free 

friction volume (FFV) is an effective way to construct non-interfacial voids MMMs 

with a desirable combination of selectivity and permeability. Notably, the FFV 

boosted thanks to the chain length and shape of the GNPs. With this, the permeability 

and selectivity of Cu-BDC@PEG/PVDF MMMs had also been significantly 

improved. As such, compatible Cu-BDC@PEG proves very efficient for resolving 

challenges of MMMs with poor compatibility on the basis of the interfacial defect. 

Poly (Ethylene Glycol) (PEG) with oxygen groups can be finely coordinated with 

Cu-MOFs to disperse Cu-BDC@PEG homogenously and form hydrogen bonds with 

matrix to achieve continuous phase. The resultant MMMs exhibited a simultaneous 

enhancement of gas permeability (853.1 Barrer) and ideal CO2/N2 selectivity (41.7), 

which has surpassed Robenson's upper bound. Moreover, Cu-BDC@PEG/PVDF has 

a high-temperature resistance and a long time sustainably. This attractive separation 

performance of Cu-BDC@PEG/PVDF offered an exciting platform for the 

development of composite membranes for sustainable CO2 separations. 

 

Keywords: CO2 separation; Metal organic frameworks; Polymer; Mixed matrix 

membrane. 
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 Comparative Study Between Numerical and 

Analytical Buckling Analysis of a Steel 

Column with Various Slenderness Ratio 
 

W. Mekiri, A. Boudjemia, L. Dahmani 
 

Common hot rolled and built-up steel members used for carrying axial compression, usually fail by flexural 

buckling. The buckling strength of these members is affected by residual stresses, initial bow and accidental 

eccentricities of load. In this paper the ultimate buckling load of a steel column is calculated by the use of eurocode 

design buckling curveswith a different slenderness ration. The obtained results are then compared to those 

obtained by a finite element simulation by means of a geometrical and material non-linear analysis on a column 

including imperfections. 

 

 
Keywords: Ansys , Linear buckling, Eigen value, Nonlinear buckling, Eurocode 3, Slenderness ratio, Steel 

column. 

 

 

Introduction. The key parameter in structural steel column design is the buckling phenomenon [1]–

[4]. Steel columns subjected to compression load about their minor axis may develop buckling of the 

element. In slender columns, buckling can govern their ultimate limit state. 

A short column with a compact cross section can reach its full plastic capacity without any buckling. 

However, if the column is slender, a different phenomenon occurs. As the column is loaded in 

compression about its weak axis, it deforms in the direction of loading, but after buckling it 

demonstrates an angular deformation (Fig. 1). 

The buckling capacity depends upon a number of material and geometric properties, support 

conditions and slenderness ratio.   

In order to calculate the buckling resistance of a laminated cross section shown in a figure 1, different 

approaches were used: 

1‐ Linear buckling analysis (Euler approach);  

2‐ Numerical Eigen‐value theory with ANSYS[5] ;  

3‐ Eurocode design buckling curves [6];  

4‐ Nonlinear buckling analysis, using ANSYS.  

 

1. Finite element analysis of buckling. The structural steel column become unstable according to the 

critical buckling load. The buckled mode shape associated with each load is the shape that the 

structure assumes in a buckled condition.There are three primary means to perform a buckling 

analysis:  

 

1.1. Eigenvalue.Linear-buckling analysis is also called eigenvalue buckling or Euler buckling 

analysis because it predicts the theoretical buckling strength of an elastic structure. 

Eigenvalues are values of load at which buckling takes place. Eigenvectors are buckling 

shapes associated with the corresponding eigenvalues. 

However, in real-life, structural imperfections, residual stresses and nonlinearities prevent 

most real-world structures from reaching their eigenvalue predicted buckling strength; i.e. the 

prediction of the expected buckling load is over estimated. Nonlinear buckling analysis is the 

best and realistic way to predict the buckling load. 
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Notation: The force value is only a magnitude of 1 because eigenvalues are calculated by a 

factor of the load applied, so having a force of 1 will make the eigenvalue answer equal to the 

critical load. 

 

 
Fig.1: Geometrical properties of the cross section. 

 

 
4306.32yyI cm=  ;     

427.60zzI cm=      ;    4

min 27.60zzI I cm= =
 

3 3
40.63 6.4 10.74 0.44

2 27.60
12 12

zzI cm
× ×

= × + =  

min
min

27.60
1.47

12.7896

I
i

A
= = =  ;        

i

l
=λ  ;         02l l= (buckling length)  

1 93.9 93.9
y

E

f
λ π ε= = =   avec :  

235
1.0

yf
ε = = (S235) 

2 2 7

2 2

0

2.1 10 27.60
63560.2

( ) (2 150)

zz
cr

EI
N N

kl

π π × × ×
= = =

×
 

 

1.2. Linear buckling analysis with ANSYS. The theoretical buckling strength of an ideal 

elastic structure predicted by the Eigen-value buckling analysis is computed by the use of Ansys 

software for the different slenderness ratio.For this numerical approach, we used a finite BEAM 188 

element. BEAM 188 is a linear elastic finite element, with three degrees of freedom (axial and 

transversal displacement and also nodal rotation). The material behavior is considered elastic, which 

means that the elastic modulus should be considered equal to 200.000 Mpa (N/mm2) and the Poisson 

coefficient equal to 0.3. The Eigen-value solver uses a unit force to determine the necessary buckling 

load. Applying a load other than 1 will scale the result by a factor dependent on load level. Buckling is 

inherently nonlinear, but we linearize the problem through the Eigen-value method. The absence of 

imperfections and nonlinearities led to the overestimate of theoretical values. We model the beam with 

2D elements. 

 

 

 

 

9



Conference Proceedings, Paris France June 22-23, 2023
 

 

 

 

 

 

 
Fig.2: Finite element model                                              Fig.3: Eigenvalue buckling load (l = 1.5m) 

 

 
Figure 4. Eigenvalue buckling load (l = 3.0m)                  Figure 5.Eigenvalue buckling load (l = 4.5m) 

 

 
Fig.6: Eigenvalue buckling load (l = 6.0m)                  Fig.7: Eigenvalue buckling load (l = 7.5m) 

 

 

 

2. Theoretical aspect of buckling. Euler was the first in the eighteenth century to formalize the 

buckling problem and to determine the limit value of compressive force that separates the two 

structural behaviors of the column. This theoretical limit value of the compressive force is called the 

Euler critical load. 

The general critical Euler load crN  for a compressed component, (figure 1) is given by the expression: 

2

0

2

)(kl

EI
Ncr

π
= (1) 
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Where :         

E   :     Young modulus. 

I :Moment of inertia of the column section with respect to the buckling plan.                                                          

0l :Element length. 

k :   is a coefficient allowing to define an equivalent buckling length to that of a simply supported 

column . 

 

Tests on actual sections show that buckling always occurs at loads below Euler's critical load. This 

result is explained by the presence of geometric imperfections and residual stresses resulting from the 

manufacturing and assembly process. However, Euler's theory has the merit of highlighting the 

essential geometrical parameter of the phenomenon: slenderness parameter λ . Indeed, the critical 

Euler stress deduced from the relation above makes the slenderness parameterλ  to appear. 

 

If A  define the section area of the column, The Euler critical stress will be: 

2

2
2

2

2

2
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λ
πππ
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with        
A

I
i =          radius of gyration of the column section in the buckling plan. 

i

l
=λ             element slenderness. 

 

3.1- Approximate results using eurocode design buckling curves (Fig.10), [6]. In order to compare 

the results of the various tests, the relation (2) is rendered dimensionless by introducing a particular 

value of λ  , 1λ which gives a critical Euler stress  equal to the elastic limit (Figures 8 and 9): 

2

1

2

λ
π E

f y = (3) 

By dividing equation (2) by equation (3) member to member, we obtain:    

2
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Fig.8: Real column test results and buckling                    Fig.9:  Euler buckling curve and modes of 

..…………curves…………………………………………………..failure 
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Eurocode  3 [6],  is  required  for  the design  of  steel  structures  or  elements  of  steel 

structures.  The stability of the compression member will be checked against buckling phenomena 

with the following inequality formula.  

 

.

.

1.0E d

b Rd

N

N
≤ (5) 

.E dN  is the compression force  and .b RdN  is the buckling resistance of the compression member.  

The design resistance to normal forces of the cross-section for uniform compression .c RdN  is then 

computed with equation 6 in order to be normalized with the buckling resistance value .b RdN . 

 

  

.

0

. y

c Rd

M

A f
N

γ
=  (6) 

The design buckling resistance of the compression member, .b RdN  , may be calculated according to 

next equation. 

.

1

y

b Rd

M

Af
N χ

γ
=  (7) 

 

Where χ is the reduction factor for the relevant buckling mode, and should be determined as function 

of the appropriate non-dimensional slendernessλ . 

 

0.5
2 2

1
χ

φ φ λ
=

 + − 

(8) 

 

The intermediate factor φ  should be determined according to: 

 
20.5 1 ( 0.2)φ α λ λ = + − +   (9) 

 

Where the non dimensional slenderness for class 1, 2 and 3 cross sections is calculated by: 

y

cr

Af

N
λ = (10) 

 

The imperfection factor α corresponding to the appropriate buckling curve should be obtained from th

e Tables 1 and 2.  

 

Imperfection factor α  : 

Buckling axis zz: 
120

1.875 1.2
64

h

b
= = f    → buckling curve (b)     (Table 1) 

34.0=zα (Table 2) 
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Table 1.Selection of appropriate buckling curve for a cross-section. [1] 

 

Cross section Limits Buckling 
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For other cases: see Table 6.2 of the Eurocode 3. 

 

 

Table 2. Imperfection factor α for each buckling curve.[6] 

 

 

 

 

 

 

 

 
Fig.10: European buckling curves [6] 
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The force value is only a magnitude of 1 because eigenvalues are calculated by a factor of the load 

applied, so having a force of 1 will make the eigenvalue answer equal to the critical load. 

 

  3. Geometry and material non‐‐‐‐linear analysis, using ANSYS.[5]Buckling, or the loss of 

stability when the load reaches a certain critical value, is caused by geometrically nonlinear 

effects. In order to predict accurately the buckling load it’s more realistic to use a nonlinear 

buckling analysis which gives a better result than the linear one. Most physical structures will 

contain imperfections that will cause buckling well below theoretical buckling limits. 

Eigenvalue buckling analysis was performed to provide a starting point for this analysis. 

A small off-axis loads are applied in order to initiate the desired buckling mode. 

 
The element type used in nonlinear analysis is 3 BEAM 189.  With 3 degrees of freedom (translation 

along the X and Y axis's, and rotation about the Z axis) the elements can only be used in 2D analysis. 

 

 
Fig.11: Boundary conditions                                         Fig.12: Non linear buckling mode 

 

 

 

The ANSYS Eigen results obtained in this study were the key to the continuity of the nonlinear 

Analysis. We apply on the top of the beam (Figure 11) a load of -70,000 N in the FY direction and a 

load of -250N in the FX direction. This horizontal load will persuade the beam to buckle at the 

minimum buckling load. (Figure 12) 
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Fig.13: Load history analysis of IPE 120 

 

The figure 13 shows how the beam became unstable and buckled with a load of approximately 60,000 

N,the point where a large deflection occurred due to a small increase in force. This is slightly less 

thanthe Eigen-value solution of 60683.4N shown infigure 3, which was expected due to non-linear 

geometry issuesdiscussed above. 

 

3.1. Solver convergence. The figure 14 shows the cumulative iteration number and solution 

convergence.ANSYS determine appropriate size to break the load steps by the mean of automatic time 

stepping. In order to ensure better accuracy it is always recommended to decrease the step size. In a 

case of convergence failure an allowed recovery is obtained by means of Ansys bisection feature. The 

Newton Raphson solver will converge easily when the Line Search feature in Ansys was activated.  

 
Fig.14: Cumulative iteration number and solution convergence 
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Table 3 presents the predicted critical buckling load (Ncr) for the Eigen and Non linear analysis 

compared against those determined from Euler and Eurocode 3 formulas. 

 

 
Table 3. Critical buckling loads (Theoretical versus numerical) 

 l0 = 1.5m l0=3m l0=4.5m l0=6m l0=7.5m 

crN [N] THEORY 63560.0 15890.0 6900.5 3972.3 2524.4 

 

crN [N] ANSYS LINEAR 60683.4 15135.9 6749.19 3966.62 2510.9  

 

crN [N] ANSYS NONLINEAR 60000 15100 6700 3900 2500 

%E  5.6% 4.9% 2.9% 1.8% 0.9% 

Slenderness ratio 02 / zzl iλ =  205.48 410.9 616.44 821.92 1027.4 
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The percent error (%E) in our model can be defined as: 
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Fig.15: Design buckling resistance for IPE 120, for different slenderness values. 

 

 

The buckling resistance of the cross section beam for linear and nonlinear buckling is checked for 

different column lengths        ( l = 1.5, 3.0, 4.5, 6.0  and 7.5 [m] ). (Figure 15) 

 

4. Results and discussion. The results from ANSYS (linear and nonlinear values) are almost the same 

as the theoretical buckling load obtained using Euler Formula. Figures 2 to 7 show the buckled shape 

of the cantilever beam for the BEAM188 models. 

 

The deformed shapes in all the cases (where the column is modeled using the beam elements), clearly 

agree with the mode shape that would result if a first mode Euler buckling is to occur. It is also 

important to note from the buckling shapes of BEAM188,[6] that the buckling occurs about the weak 

axis. 

 

The results given in table 3, show very clearly that the critical Euler load gives a good account of the 

reality for normalized slenderness λ  higher than 1.6. [3]-[4] Below this value, in the field of current 

use of the profiles, the real critical load is much lower than that given by Euler. 

 

Table 3 provides also the critical buckling loads and corresponding error from the Theory (Euler). 
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5- Conclusion. This paper compares the ultimate buckling loads of steel column in compression based 

on eurocode 3 design code to ultimate buckling loads obtained with finite element simulations. It can 

be concluded that the results obtained by the eurocode 3 design formulas can lead to the 

underestimations of even less than 4% of the ultimate buckling load of column section obtained from 

finite element simulations. The design method gives good results for buckling of steel column loaded 

in compression. For these situations, there is a quite good agreement between the values given by the 

eurocode 3 design code and the numerical results of the finite element methods. 
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Qiuyu Dai, Haochong Zhang, and Xiangrong Liu*

Abstract— Diagonal sparse matrix-vector multiplication is a well-
studied topic in the fields of scientific computing and big data pro-
cessing. However, when diagonal sparse matrices are stored in DIA
format, there can be a significant number of padded zero elements
and scattered points, which can lead to a degradation in performance
of the current DIA kernel. This can also lead to an excessive
consumption of computational and memory resources. In order to
address these issues, the authors propose the DIA-Adaptive scheme
and its kernel, which leverages the parallel instruction sets on MLU.
The researchers analyze the effect of allocating a varying number
of threads, clusters, and hardware architectures on the performance
of SpMV using different formats. The experimental results indicate
that the proposed DIA-Adaptive scheme performs well and offers
excellent parallelism.

Keywords— adaptive method, DIA, diagonal sparse matrices,
MLU, sparse matrix-vector multiplication

I. INTRODUCTION

O
NE of the important problems in scientific computing

and deep learning is the fast evaluation of diagonal

sparse matrix-vector multiplication(SpMV), and the optimiza-

tion of its operational procedure has attracted the attention

of numerous researchers in recent years. More and more

computers provide powerful computing capacities base on a

heterogeneous architecture. Nowadays, most of the SpMV

algorithms are specific optimization for the hardware architec-

ture of graphics processing unit (GPU). GPUs have attracted

increasing attention from researchers as the size of data has

grown. In particular, in the field of deep learning, where the

recent surge in the development of artificial neural networks

has led to an exponential increase in the power required

to compute them, the advantage of GPU parallelism over

conventional CPU terminology is enormous. However, GPUs

are designed for general-purpose processing, and because of

this, other specialized multicore processors are used to perform

computations in place of GPUs. Specifically, the number of

cores is so large that non-equilibrium load problems can

easily arise when performing a specific computational task. Its

performance is thus limited not by computational capabilities,

but by memory bandwidth[4].

To overcome these shortcomings and performance bottle-

necks, numerous researchers have taken various approaches[2],

including reducing memory access times[17], designing ef-

ficient parallel algorithms[12, 14, 19], and using additional

high-performance multicore processors[7, 22] to improve the

performance of SpMV. In this paper, the authors leverage a

modern multicore processor and design a high-performance

parallel algorithm for the hardware architecture and memory

hierarchy of the processor to improve the performance of

diagonal sparse matrix-vector multiplication.

SpMV for diagonal sparse matrices is defined as:

y = Ax (1)

where A ∈ Rm×n is the diagonal sparse matrix, x ∈ Rn is

the known vector, and y ∈ Rn is the output vector. Unlike

the alternative sparse matrix, the nonzero elements of the

diagonal sparse matrix are restricted to the main diagonal

and its adjacent diagonals. This property makes it possible

to optimize hardware based on it.

The Cambrian MLU (Machine Learning Unit) is a domain-

specific processor for artificial intelligence applications. It is

tailored and optimized for operations commonly used in the

field of artificial intelligence, such as convolution, pooling, and

activation. Compared to general purpose computing devices

such as GPU, MLU has higher performance, energy efficiency,

and flexibility when processing AI applications[6, 8].

The MLU designs special data paths and computing com-

ponents for accessing data streams with different characteris-

tics in AI and implementing isolation between different data

streams. At the same time, the flexible access capability of

on-chip storage space is exposed to the software and the

performance will be improved. The basic building block is

the MLU core that is a processor core with full computing,

IO, and control capabilities. It can perform computational tasks

independently or in collaboration with other MLU cores. Each

of the four MLU cores forms a cluster, and each cluster con-

tains an additional memory core and a block of Shared RAM

shared by memory core and four MLU cores. Memory core

cannot execute vector and tensor computation instructions. It

can only be used for Shared RAM and DDR (Double Data

Rate, Synchronous Dynamic Random Access Memory). DDR

data transfer between SDRAM and MLU cores. In this paper,

the hardware this research uses is MLU270, and Fig. 1 [21]

shows the hardware architecture of MLU270.

The entire abstract model is divided into five levels: server

level, board level, chip level, cluster level, and MLU core level.

Each level consists of an abstract control unit, a computation

unit, and a storage unit.

• Level 0 is the server level and consists of a control unit

consisting of multiple CPUs, a local DDR storage unit,
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Fig. 1. A MLU architecture

and a computing unit consisting of multiple MLU board

cards.

• Level 1 is the board level. Each MLU board consists of a

computing unit consisting of a local control unit, a DDR

memory unit, and an MLU chip.

• Level 2 is the chip level. Each chip is composed of a local

control unit, a local storage unit (such as L2 Cache), and

a computing unit composed of one or more clusters.

• Level 3 is the cluster level, where each cluster consists

of a local control unit, shared storage, and multiple MLU

core computing units.

• Level 4 is the MLU core level. Each MLU core consists

of a local control unit, a private storage unit, and a

computation unit. Both instruction-level and data-level

parallelism are supported within the MLU core.

The rest of this paper is organized as follows. Section II in-

troduces the related work, Section III presents the formats and

MLU architecture, Section IV includes the algorithms and its

implemention on MLU, the evaluation of kernel performance

is in Section V, and Section VI contains conclusions and points

to this research’s future work.

II. RELATED WORK

Sparse matrix-vector multiplication(SpMV) is one of the

central problems in the field of scientific computing, which

makes the speed-up of its operation attractive to a large

number of researchers, who have proposed numerous speed-up

algorithms.

In general, when large-scale sparse matrix operations are

involved, they will be compressed according to a certain com-

pression scheme, and then the corresponding operations will

be executed according to a different compression scheme. For

example, the original coordinate (COO) format and the com-

pressed column/row (CSC/CSR) format are common sparse

matrix compression methods[24]. Although these storage for-

mats can effectively reduce the space and time needed to oper-

ate and store the matrix, for some diagonal sparse matrices, a

different storage format is needed, such as the diagonal format

(DIA)[20], which only stores nonzero elements according to

the diagonal. Moreover, the ellpack format (ELL)[13], which is

suitable for sparse matrices that store non-zero elements with

relatively uniform row distribution. Designing the correspond-

ing storage structure according to the hardware architecture

can considerably improve the performance of SpMV[1]. Bell

and Garland[5] first proposed to accelerate SpMV on CUDA

based GPUs. They designed the corresponding algorithms

based on several different memory structures and GPU hard-

ware architectures. They conclude that different types of sparse

matrices can adopt the best storage format and achieve the best

performance on the GPU. From then on, numerous different

storage structures and their corresponding kernels have been

proposed, including the hybrid ELL/COO (HYB)[5], the sliced

ellpack (SELL-C-sigmoid)[18], the compressed sparse row 5

(CSR5)[16], the blocked stored format mixed CSR and ELL

(BCE)[26], and many more. The above storage structures and

their kernels make extensive use of the parallel characteristics

of GPU and x86 CPU SIMD devices, which can be found in

[10].

DIA is a suitable storage structure for storing diagonally

sparse matrices because it allows elements on the same di-

agonal to be in the same column[5, 12, 15]. However, DIA

can also lead to potential space wastage problems, such as if

a diagonal has few non-zero elements, then a large number

of zeros will be generated in the columns of its correspond-

ing dense matrix. To address this problem, some DIA-based
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storage structures have been proposed[3, 23]. Both of them

can effectively alleviate the large space waste caused by the

original DIA storage structure. Xia et al.[11] proposed DIA-

adaptive, which modified the original DIA kernel function and

developed two new storage structures and kernel functions for

different diagonal sparse matrices and ran them on GPU.

III. DIAGONAL SPARSE MATRIX COMPRESSION AND MLU

ARCHITECTURE

In this section, the authors introduce DIA-Adaptive, which

is the basis of the proposed model. Since specific optimizations

are performed based on the hardware properties of the MLU.

A. DIA-Adaptive

To illustrate the DIA-adaptive and its kernel function, the

researchers assume two diagonal sparse matrices as follows.

A =

















1 2 0 0 3 0
0 4 5 0 0 6
7 0 8 9 0 0
0 10 0 11 12 0
0 0 13 0 14 15
0 0 0 16 0 17

















and

B =

















1 0 2 0 0 0
3 4 0 5 0 0
0 0 6 7 0 0
0 0 0 8 0 0
0 0 0 0 9 10
0 0 0 0 0 11

















1) DIA format

For matrix A, its DIA storage format is split into a matrix

data and a vector offset. The matrix data stores the non-zero

values of the original matrix according to the diagonal, and

the vector offset is used to store the offset of each diagonal

line in the data from the main diagonal.

data =

















0 1 2 3
0 4 5 6
7 8 9 0
10 11 12 0
13 14 15 0
16 17 0 0

















, offset =
(

−2 0 1 4
)

2) BRCSD format

Evidently, when the non-zero values in the matrix are far

from the main diagonal, a large number of zero elements will

be padded in the data. Therefore, for this class containing

additional non-zero elements away from the main diagonal, an

alternative approach can be used to reduce the waste of space.

To alleviate this drawback of DIA, Diagonal Compressed

Storage based on Row-Blocks (BRCSD) has been proposed in

[25]. First, the diagonal sparse matrix is divided into blocks

according to the rows, and each block is kept as small as

possible. E.g., the matrix A can be divided into two blocks.

Second, the sparse matrix can be represented as follows:

matrix = {offset[0], offset[1], ..., offset[n]}

where offset[i] is the offset of each diagonal from the main

diagonal in the ith piece. And A can be represented as follows:

A =
{(

0 1 4
)

,
(

−2 0 1
)}

Finally, the sparse matrix can be represented by two arrays:

brcsd offsets = {r0|offsets [0] , ..., rn|offsets [n]} ,

brcsd data = {data [0] , data [1] , ..., data [n]}

where ri is the starting row number of the ith row piece. The

matrix A is represented as follows:

brcsd offsets =
{

0|
(

0 1 4
)

, 2|
(

−2 0 1
)}

brcsd data =







(

1 4 2 5 3 6
)

,
(

7 10 13 16 8 11
14 17 9 12 15 0

)







3) BRCSD-II format

While DIA and BRCSD have been able to efficiently store

most diagonal sparse matrices, for some matrices with scat-

tered points or countably many zero elements on the diagonal,

these two storage formats will still be padded with a large

number of zeros. For instance, for the diagonal sparse matrix

B, using DIA and BRCSD, it is respectively stored as

data =

















0 1 0 2
3 4 0 5
0 6 7 0
0 8 0 0
0 9 10 0
0 11 0 0

















, offsets =
(

−1 0 1 2
)

and

brcsd offsets =
{

0|
(

−1 0 1 2
)

4|
(

0 1
)}

brcsd data =







(

0 3 0 0 1 4 6 8
0 0 7 0 2 5 0 0

)

(

9 11 10 0
)







Apperently, regardless of whether DIA or BRCSD is used

to store matrix B, a large number of zeros will be filled in,

because matrix B contains numerous scatter points and lengthy

zero sections.

Therefore, Xia et al. [11] proposed the extension of BRCSD,

called BRCSD-II. First, according to BRCSD, the matrix is

divided into data and offsets. Second, set nrows equal to

the number of threads per block on the GPU. Third, divide the

sparse matrix into row pieces according to the row, where m is

the number of rows in the sparse matrix. Finally, accumulate

the offset array. Hence, the sparse matrix can be represented

by the following two arrays:

brcsdII offsets = {p0|offsets [0] , ..., ps|offsets [s]}

brcsdII data = {data [0] , data [1] , ..., data [p− 1]}
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where p is the number of row pieces, s is the size of offsets
after accumulating row pieces. The matrix B is represented as

follows:

brcsdII offsets =
{

1|
(

−1 0 2
)

, 2|
(

0 1
)}

brcsdII data =











(

0 3 1 4 2 5
)

,
(

6 8 7 0
)

,
(

9 11 10 0
)











It can be observed that the number of zeros in BRCSD-II

decreases from 13 to 3 and from 11 to 3 compared to DIA

and BRCSD, respectively.

B. MLU architecture

A MLU device is made up of a memory subsystem, a MTP

(Multi-Tensor Processor) subsystem, and a media subsystem.

The MTP subsystem is the core component of the Cambrian

MLU architecture, and a MLU chip typically includes one

or more MTP clusters, a PCIE, a memory controller, an L2

Cache, a media processing unit, and an MLU-Link. Each MTP

cluster is composed of multiple IPU(Intelligence Processing

Unit) cores and a Shared RAM, which is the smallest unit

of execution in the MTP architecture. When the number of

TP architectures is the same as the MTP, the MTP can run

programs that have been developed and compiled for binary

compatibility with the TP. In this way, the MTP is similar to

the GPC (GPU Processing Cluster) or SE (Shader Engine) of

a GPU.

TP (Tensor Processor) is the codename for a single-core ar-

chitecture that can be thought of as a hardware unit consisting

of an IPU core and a memory system. A TP core includes

an ALU for performing scalar operations, a VFU(Vector

Function Unit)/TFU(Tensor Function Unit) functional unit for

AI-related operations, and various DMA units for data move-

ment. The TP also features on-chip NRAM(Neuron RAM)

and WRAM(Weight RAM) that are directly connected to the

VFU/TFU in order to fully exploit data locality and bandwidth

for improved performance.

The MLU offers a range of storage levels, including

GPR (General Purpose Register), NRAM, WRAM, Shared

RAM, L2 Cache, LDRAM (Local DRAM), GDRAM (Global

DRAM), and more. GPR, WRAM, and NRAM are private

storage for a core, although memory cores do not have their

own private WRAM and NRAM storage resources. The L2

Cache is an on-chip global shared memory that is currently

primarily used to cache instructions, kernel parameters, and

read-only data. LDRAM is the private storage of each MLU

and memory core, and it has a larger capacity than WRAM

and NRAM. It is typically used to address storage shortages

on the chip. GDRAM, on the other hand, is a global shared

storage that can be used to enable data sharing between hosts

and devices, as well as between computing tasks.

The MLU allows software to directly manage the movement

of data between its various storage levels. To facilitate this, the

compiler provides heavy-duty address space declarations for

upper-layer software, as well as a wide range of mechanisms

and programming interfaces for explicit or implicit data move-

ment. This allows users to explicitly control the movement

of data between different storage levels, allowing them to

precisely control the timing and volume of data movement

in order to achieve a balance between computation and IO

and maximize computational efficiency.

MLU supports parallel computation at seven different levels:

the server level, the board level, the chip level, the cluster

level, the MLU core level, the pipeline level, and the data

level. In particular, server-level and board-level parallelism are

determined by the specific system, while chip-level, cluster-

level, and core-level parallelism are determined by the user

when configuring the task size and type on the host side. The

pipeline level and data within each core are also determined

by the user through programming on the device side. On the

device side, the main unit of user programming is a task.

Each task will only be executed on one core during a specific

execution, and no task-switching will occur during this time.

Multiple tasks can be executed in parallel within each cluster,

and the number of clusters supported by each chip may vary.

Each core is a processor core that is capable of controlling

streaming, scalar, and vector operations. Scalar operation

instructions and control flow instructions are mainly used for

implementing control flow functions, while vector instructions

are used for implementing parallel data processing. A vector

operation instruction can process data of arbitrary length.

MLU cores have four instruction pipelines: the IO stream,

move stream, compute stream, and scalar stream. All instruc-

tions involving reading and writing off-chip DDR memory

are executed in the IO stream. The move stream handles

memory access instructions that do not read and write off-

chip DDR. The compute stream is responsible for tensor,

vector calculation, and all scalar instructions. All operations

are performed in the scalar stream. All instruction pipelines

are able to run in parallel. By default, IO, move, compute,

and scalar streams are executed concurrently, but the hardware

guarantees register dependencies between the scalar stream

and the other streams. For example, if an IO, move, or compute

stream instruction modifies a universal scalar register, the

hardware will ensure that the corresponding register-reading

instruction in the scalar stream is executed after the specified

execution of the additional streams. When an instruction in

a scalar stream modifies a register, instructions in different

streams that need to read the corresponding register must also

wait for the scalar stream’s write operation to be completed

before executing.

IV. PARALLEL ALGORITHM OF DIAGONAL SPMV AND ITS

MLU IMPLEMENTATION

In this section, the authors present the proposed method

for adapting sparse matrix-vector multiplication for diagonal

sparse matrices on MLU. This adaptive approach allows for

efficient and effective calculation of matrix-vector products

when dealing with diagonal sparse matrices on MLU hard-

ware. By utilizing the unique capabilities of MLU, this method

is able to improve upon existing methods and achieve better
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performance in these specific scenarios. The research will

provide a detailed description of this proposed method and

its advantages in the following sections.

A. DIA kernel

Algorithm 1: The kernel function of DIA for SpMV

Data: The known vector x, the number of rows

num rows, cols num cols, and diagonals

num diags of the matrix and the arrays in DIA

format(data, offsets)

Result: The output vector y
1 row = taskId;

2 if row ≤ num rows then

3 sum = 0.0;

4 NRAM int offset n[num diags];
5 NRAM float data n[num diags];
6 NRAM float x n[num cols];
7 memory copy from offsets to offset n;

8 memory copy from data to data n with stride

num rows;

9 memcpy copy from x to x n;

10 for i = 0 to num diags with i = i+ 1 do

11 uint32 t col = row + offset n[i];
12 float val = data n[num rows ∗ i+ row];
13 if col ≥ 0 and col ≤ num cols then

14 sum + = val ∗ x n[col];
15 end

16 end

17 y[row] = sum;

18 end

Parallelizing SpMV on MLU for DIA is intuitive: one task

processes one row. Algorithm. 1 shows the main procedure

of the DIA kernel. It seems that since this research moves

x, data, and offsets from DDR to NRAM in advance, it is

faster on each memory access. Moreover, memory accesses to

data and x are contiguous, which ensures higher performance

of the DIA kernel.

B. BRCSD kernel

The parallelization of SpMV for BRCSD on MLU is intu-

itive, with each task processing a single row piece. However,

the number of rows contained in a row piece for BRCSD

varies, leading to unbalanced workloads for each task. For

example, when processing the matrix B, the first row piece

may be assigned to one task and the second row piece to

another, but the difference in the number of rows contained

in these pieces may be too large. To address this issue, it is

necessary to ensure that each task processes the same number

of rows as much as possible.

Specifically, the authors pre-specify a value n, which is

the maximum number of rows each task needs to process.

Let a row piece size be t, then when t is larger than n, and

divide it into ⌈t/n⌉ row pieces again. In this way, it can be

Algorithm 2: The kernel function of BRCSD for

SpMV

Data: The known vector x, the number of rows

num rows, cols num cols, and diagonals

n diags of the matrix and the arrays in BRCSD

format(brcsd data, brcsd offsets)

Result: The output vector y
1 local id = taskId;

2 offset id = taskId < 1 ? 0 : 1;

3 NRAM float tmp = 0.0;

4 NRAM float data n[n diags];
5 NRAM float x n[n diags];
6 NRAM float result[n diags];
7 switch offset id do

8 case 0 do

9 memory copy from brcsd data starting from

local id+ 2 to data n in strides of 2;

10 memory copy from x starting from local id to

x n in strides of 3;

11 bang mul(result, data n, x n, 3);
12 bang reduce sum(&tmp, result, 3);
13 y[local id] = tmp;

14 end

15 case 1 do

16 memory copy from brcsd data starting from

local id+ 4 to data n in strides of 4;

17 memory copy from x starting from localid− 2
to x n in strides of 3;

18 bang mul(result, data n, x n, 3);
19 bang reduce sum(&tmp, result, 3);
20 y[local id+ coreId] = tmp;

21 end

22 end

guaranteed that the number of rows in the final row pieces

is at most n. For the matrix B, for example, Algorithm 2

shows the main procedure of BRCSD kernel. The researchers

set n = 2. Apparently, the matrix was split two row pieces.

And the second row piece was split two row pieces again.

Therefore, as shown in Algorithm 2, one task processes three

rows respectively.

In this kernel, the authors utilize the bang mul and

bang reduce sum instructions. The bang mul instruction

performs element-wise multiplication of two vectors, storing

the result in the result vector. The final parameter specifies

the number of elements participating in the multiplication. The

bang reduce sum instruction performs a summation of the

elements in a vector, storing the result in the tmp variable.

The final parameter specifies the number of elements to be

summed.

C. BRCSD-II kernel

Parallelizing SpMV on MLU for BRCSD-II is also intuitive.

Given a matrix split into row pieces by BRCSD-II, one core
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Algorithm 3: The kernel function of BRCSD-II for

SpMV

Data: The known vector x, the number of rows

num rows, cols num cols, and diagonals

n diags of the matrix and the arrays in BRCSD

format(brcsd data, brcsdII offsets)

Result: The output vector y
1 core id = coreId;

2 local id = taskId;

3 offset id = taskId < 1 ? 1 : 2;

4 NRAM float tmp = 0.0;

5 NRAM float data n[n diags];
6 NRAM float x n[n diags];
7 NRAM float result[n diags];
8 SRAM float y n[n diags];
9 NRAM uint32 t offset n[n diags][n diags];

10 memory copy from brcsdII offsets to offset n;

11 switch offset id do

12 case 1 do

13 memory copy from brcsdII data starting from

core id ∗ 3 + local id to data n in strides of

2;

14 memory copy from x starting from

offset n[offset id] to x n;

15 bang mul(result, data n, x n, 3);
16 bang reduce sum(&tmp, result, 3);
17 y n[local id+ core id ∗ 2] = tmp;

18 end

19 case 2 do

20 memory copy from brcsdII data starting from

(core id− 1) ∗ 2 ∗ 2 + local id+ 3 ∗ 2 ∗ 1 to

data n in strides of 2;

21 memory copy from x starting from

offset n[offset id] to x n;

22 bang mul(result, data n, x n, 2);
23 bang reduce sum(&tmp, result, 2);
24 y n[local id+ coreId ∗ 2] = tmp;

25 end

26 end

27 synchronize all cores;

28 memory copy from y n to y;

processes one row piece, and within each core, one task

processes one row. Algorithm 3 presents this process.

First, the authors get the absolute ID core id of the core,

because each MLU includes 4 clusters, and each cluster has

4 cores, so clusterId ∗ 4 + coreId needs to be used when

calculating the absolute ID of the core. After determining the

ID of the core, the present study gets the local id through

taskId, where local id is the absolute ID of the thread inside

each core. Specifically, core id locates the row piece number

to be processed in the matrix, and local id locates the specific

row in each row piece.

When performing an operation, the offset needs to be

moved to the NRAM first, so that subsequent SpMV can

read the offset directly from the NRAM. It is then necessary

to determine which part of the offset is required to extract

the value of the vector x from the current core id. Finally,

based on the read values, the results are obtained using the

vector multiplication and addition operator functions provided

by MLU and stored in a temporary vector. The reason it is not

directly stored in the result y is the vector y is currently stored

in DDR. If the result vector is stored directly in the DDR,

it needs to be written to the DDR, which results in a large

waste of bandwidth per thread. To alleviate this situation, the

authors temporarily store the results in SRAM (Shared RAM).

Since all cores share the same Shared RAM, the operation

of applying to the Shared RAM space is executed only once

during the actual execution. Moreover, the performance of the

kernel can be substantially improved due to the considerably

higher access speed of Shared RAM compared to DDR. After

the operation is completed, the synchronization instruction

waits for all four cores to complete the operation, and then

writes the data in Shared RAM to the DDR at once. It can

also be done with only one vector operation instruction.

D. MLU implementation

In this subsection, the researchers describe the implemen-

tation of the algorithm on MLU because its architecture

and programming mode are different from those of general-

purpose GPUs. The hardware platform used in the experiments

is an MLU270, whose characteristics are shown in Figure 1.

When conducting experiments, the authors the default con-

figuration of the MLU, which consists of four clusters with

four cores each. The four clusters in the MLU share a

single main memory, where data transferred from the CPU

is typically stored. Each cluster includes one Shared RAM

that is shared by the four cores, as well as private NRAM

and WRAM within each core. Like the CPU, each core also

has its own set of registers, but they cannot be programmed.

Only memories with storage structures above the NRAM and

WRAM levels can be directly programmed. When running a

kernel, it is necessary to first transfer the data and the basic

configuration of the MLU to the MLU and then call the startup

function on the CPU side to start the MLU for operation.

During operation, data that is frequently used is first moved

from DDR to NRAM inside each core, and the results of the

operation are first stored in the Shared RAM shared by the

four cores. This speeds up data access, resulting in improved

performance.

In practice, the MLU assigns default data to the stack of

each thread. The advantage of a stack is that access is very fast,

but the disadvantage is that each thread cannot share data with

other threads and the space inside the stack is relatively small.

This is not sufficient to meet the performance requirements of

large-scale SpMV operations. Therefore, in the experiments,

researchers store commonly used data in NRAM and store the

results of the operation in the Shared RAM shared by the four

cores, so that threads within each core can share data and

the results of the same cluster are also stored in one place.
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This allows the algorithm to avoid slowing down too much

when reading and writing data. After a cluster computation is

completed, the four cores need to be synchronized and then

all of the results are written to the DDR at once, which also

reduces the time overhead of MLU bus calls. The remaining

four clusters can operate in parallel, increasing the parallelism

of the kernel. The authors also use techniques such as loop

unrolling when compiling and executing the kernel.

V. EVALUATION AND ANALYSIS

The experimental evaluation has two goals: (1) to compare

the performance of the algorithm to several state-of-the-art

SpMV kernels running on GPU, and (2) to evaluate the

performance improvement of the memory-level optimization

using MLU relative to the non-optimized version.

TABLE I
EXPERIMENT ENVIRONMENT

Processor MLU270-S4

Architecture MLUv02
INT16 peak/TOPS 64
Precision Support INT16, INT8, FP32, FP16

Memory 16GB DDR4, ECC
Bandwidth 102GB/s
Interface x16 PCIe Gen.3
Bitwidth 256-bit

Table I presents the MLU270 used in this experiment. The

performance is measured by the runtime of the kernel, which

is calculated from the time the program calls the MLU’s

side functions until the MLU hands the console back to the

CPU. Due to the fact that the data is pre-written to the

MLU’s DDR at the time the computation is performed, there

is no write-back time for the computation results here, so

the runtime is equal to the computation time of the MLU.

The diagonal sparse matrices used in this experiment is from

the University of Florida Sparse Matrix Collection [9]. Table

II summarizes information about the tested diagonal sparse

matrices, including the dimension, the number of diagonals

(i.e., the number of diagonals containing nonzero elements),

and the number of nonzero elements.

For simplicity, in the following experiments, all data was

run with single precision.

A. Experimental analysis

In this subsection, the researchers present an implementation

of the kernel on the MLU and demonstrate how they classified

test matrices into three types based on their structure. They

then used different kernels for each type, with the optimal

kernels for each type shown in Table III. The evaluation of

the performance of these kernels on both the GPU and MLU

shows that, in most cases, the kernels perform better on the

MLU than on the GPU, and they outperform existing state-of-

the-art kernels on the GPU. Finally, the authors compare the

performance of four algorithms (CRSD, HDI, DIA, and the

proposed DIA-Adaptive algorithm) on the MLU and show that

TABLE II
DESCRIPTIONS OF TEST MATRICES

Matrix Dimension Diagonals nonzeros

wang3 26,064×26,064 21 177,168
wang4 26,068×26,068 23 177,196

s3dkt3m2 90,449×90,449 655 3,686,223
s3dkq4m2 90,449×90,449 661 4,427,725

kim1 38,415×38,415 25 933,195
kim2 456,976×456,976 25 11,300,020

nemeth21 9,506×9,506 169 1,173,746
nemeth22 9,506×9,506 197 1,358,832
af 1 k101 503,625×503,625 897 17,550,675
af 2 k101 503,625×503,625 897 17,550,675
crystk02 13,965×13,965 99 968,583
crystk03 24,696×24,696 99 1,751,178
pde225 225×225 5 1,065
pde900 900×900 5 4,380

pde2961 2,961×2,961 5 14,585

TABLE III
OPTIMAL KERNELS FOR TEST MATRICES

Matrix Optimal kernel

wang3 BRCSD-II
wang4 BRCSD-II

s3dkt3m2 BRCSD-II
s3dkq4m2 BRCSD-II

kim1 BRCSD-II
kim2 BRCSD-II

nemeth21 BRCSD-II
nemeth22 BRCSD-II
af 1 k101 BRCSD-II
af 2 k101 BRCSD-II
crystk02 BRCSD-II
crystk03 BRCSD-II
pde225 BRCSD-I
pde900 BRCSD-I
pde2961 BRCSD-I

DIA-Adaptive consistently outperforms the other algorithms

for the same test matrices.

In this work, this research identified three types of diagonal

sparse matrices, which are depicted in Fig. 2 [25]. These

matrix types can be distinguished based on their structures and

the distribution of their non-zero elements. A type I matrix

is a diagonal matrix with dense diagonal elements that are

concentrated on the main diagonal. Type II matrices have

dense diagonal elements that are located on diagonals further

from the main diagonal and have shorter lengths. Type III has

both type II elements and zero elements on its diagonal, in

addition to additional scattered points. Type I matrices can be

stored using the normal DIA format because their diagonal

elements are close to the main diagonal, which reduces the

number of padded zeros. Type II matrices are best stored using

the BRCSD format because DIA would produce too many

padded zeros. However, BRCSD-II may also be used for type

II matrices, though it is more complex. Type III matrices must

be stored using BRCSD-II in order to minimize padded zeros.

In the experiments, the researchers selected 16384, 4096,

and 1024 threads for the MLU in each of the four clusters,
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Fig. 2. Three types of diagonal sparse matrices

Fig. 3. Speedup of CRSD, HDI, and DIA-Adaptive on MLU versus GPU

because the number of threads on the MLU is closely linked

to its running efficiency. As shown in Fig. 7, the kernel

performance improves as the number of threads per core

decreases, particularly when the number of threads is reduced

from 16384 to 4096. However, reducing the number of threads

from 4096 to 1024 does not lead to a significant improvement,

which is unexpected because, in theory, the more threads there

are, the better the performance should be. This is because

the hardware characteristics and optimization strategies of the

software stack on MLU are different from those of traditional

GPUs. Therefore, kernels running on MLU should not be

assigned too many threads. The reason is that MLU primarily

relies on different cores to perform parallel tasks, and the role

of threads on GPU is equivalent to that of cores. Furthermore,

cores have stronger computational capabilities compared to

threads on GPU.

B. Performance evaluation

1) MLU acceleration for CRSD, HDI, and DIA-Adaptive

Fig. 3 presents the performance speedup of the CRSD,

HDI, and DIA-Adaptive formats on the MLU and GPU. The

vertical coordinate indicates the speedup of the performance

improvement. On average, the CRSD, HDI, and DIA-Adaptive

formats achieve speedups of 2.53×, 2.71× and 3.05× on the

MLU, respectively.

Clearly, the immediate impact of MLU on performance

improvement is evident. However, for wang3, the speedup

is not very impressive. As shown in Fig. 4, the structure

of wang3 is depicted, and Fig. 5 illustrates the structure of

wang3 after scaling. By examining Fig. 5, it can be inferred

that wang3 belongs to type III. Based on this information, the
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Fig. 4. Structure of wang3

Fig. 5. Structure of wang3 after scaling

authors speculate that the poor performance of wang3 when

using MLU may be attributed to the excessive offsets that

result from its conversion to the BRCSD-II structure. As it

closely resembles a typical type I matrix, it is divided into

many smaller blocks when converted to BRCSD-II storage,

which leads to the optimization of the BRCSD-II kernel by

the memory hierarchy. Consequently, during actual operation,

there is frequent swapping of data from DDR to NRAM,

resulting in a loss of performance.

In further experiments, SpMV based on CRSD, HDI and

DIA-Adaptive are all accelerated by MLU.

2) Performance of DIA-Adaptive

In this particular subsection of the experiment, this research

compares the computation time of SpMV on MLU using

CRSD, HDI, and DIA-Adaptive kernels. The authors find

that DIA-Adaptive consistently performs the best among these

options in most cases. As shown in Fig. 6, the performance

improvement of DIA-Adaptive compared to SpMV in CRSD,

HDI, and DIA on MLU is clearly evident.

In this experiment, the researchers discovered that the

DIA-Adaptive format of SpMV was able to outperform the

CRSD, HDI, and DIA formats in terms of performance. When

compared to these three formats, DIA-Adaptive demonstrated

average performance improvements of 35.21%, 37.36%, and

69.69%, respectively.

3) Performance of different threads

Before running a kernel, the MLU must be configured to set

the number of threads that will be allocated to it, much like

the GPU. By default, the MLU270 will use four clusters for

parallel computation, with each cluster containing four cores

that also perform parallel operations. In order to execute a task

on an MLU, it is necessary to specify the number of clusters

and threads that will be required for this task. With this in

mind, the authors will now explore the impact that different

numbers of clusters and threads can have on the performance

of DIA-Adaptive in this particular subsection.

The researchers analyze the impact of the number of threads

and clusters on the performance of SpMV for the DIA-

Adaptive scheme through the results presented in Figs. 7 and

8.

As shown in Fig. 7, the performance of the DIA-Adaptive

kernel varies based on the number of threads used in the

same 4-cluster configuration. It is clear from the figure that

for almost all of the sparse matrices, the kernel performance

improves as the number of threads decreases. This is likely

due to the fact that a smaller number of threads leads to a

reduction in thread switching overhead, resulting in improved

performance. Fig. 8 illustrates the performance of the DIA-

Adaptive kernel when using different numbers of clusters in

the same thread configuration. As with Fig. 7, the performance

improvement is more significant for smaller numbers of clus-

ters.

VI. CONCLUSION

In this paper, the authors introduce the DIA-Adaptive

scheme and its associated kernel for the MLU, which focuses

on the use of vector instruction sets to optimize the parallel

performance of single-precision SpMV. The researchers then

evaluate the improvement of the DIA-Adaptive scheme and

kernel over alternative storage schemes on both the GPU and

MLU, and also investigate the impact that varying the number

of threads and clusters can have on performance. In the future,

the researchers plan to further study the effect of additional

types of diagonal sparse matrices and multi-MLU platforms

on kernel performance.
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Fig. 6. The performance improvement of DIA-Adaptive

Fig. 7. The performance of SpMV with different threads
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Fig. 8. The performance of SpMV with different clusters
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    Abstract—The Blockchain has become a necessity for many different societal industries and 

ordinary lives including cryptocurrency technology, supply chain, health care, public safety, 

education, etc. Therefore, training our future blockchain developers to know blockchain 

programming vulnerability and I.T. students' cyber security is in high demand. In this work, we 

propose a framework including learning modules and hands-on labs to guide future I.T. 

professionals towards developing secure blockchain programming habits and mitigating source 

code vulnerabilities at the early stages of the software development lifecycle following the concept 

of Secure Software Development Life Cycle (SSDLC). In this research, our goal is to make 

blockchain programmers and I.T. students aware of the vulnerabilities of blockchains. In summary, 

we develop a framework that will (1) improve students' skills and awareness of blockchain source 

code vulnerabilities, detection tools, and mitigation techniques (2) integrate concepts of blockchain 

vulnerabilities for IT students, (3) improve future IT workers’ ability to master the concepts of 

blockchain attacks. 
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Abstract— In this work, molecular dynamics (MD) simulation is 
applied to analyze the mass transport process in the cathode of proton 
exchange membrane fuel cell (PEMFC), of which all types of 
molecules situated in the cathode is considered., a reasonable and 
effective MD simulation process is provided and models are built and 
compared using both Materials Studio and LAMMPS. The mass 
transport is one of the key issues in the study of proton exchange 
membrane fuel cells (PEMFCs). In this report, molecular dynamics 
(MD) simulation is applied to analyze the influence of Nafion ionomer 
distribution and Pt nano-particle size on mass transport process in the 
cathode. It is indicated by the diffusion coefficients calculation that a 
larger quantity of Nafion as well as a higher equivalent weight (EW) 
value will hinder the transport of oxygen. In addition, medium-sized 
Pt nano-particles (1.5-2nm) are more advantageous in terms of proton 
transport compared with other particle sizes (0.94-2.55nm) when the 
center-to-center distance between two Pt nano-particles is around 5 
nm. Then mass transport channels are found to be formed between the 
hydrophobic backbone and the hydrophilic side chains of Nafion 
ionomer according to the radial distribution function (RDF) curves. 
And morphology of these channels affected by the Pt size is believed 
to influence the transport of hydronium ions and consequently the 
performance of PEMFC. 
 
Keywords—cathode catalytic layer, mass transport, molecular 

dynamics, proton exchange membrane fuel cell 
 

I. INTRODUCTION 

OWADAYS, low-carbon transformation has become a 
necessary condition for all countries to achieve long-term 

sustainable development goals. As a secondary energy source, 
hydrogen energy has much attention because of its abundant 
sources, cleanness, flexibility and high-efficiency, etc. It can be 
widely used in various fields, particularly in transportation and 
industry. An energy economy based on hydrogen energy may 
become one of the ultimate solutions of human society, which 
can greatly alleviate the problems of energy shortage, climate 
change and environmental pollution. The use of hydrogen 
energy is therefore an important part of the global energy 
strategy, which is being transforming from the efficient use of 
traditional fossil fuels to the vigorous development of 
renewable energies [1]. 
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Hydrogen can be efficiently used by engines and fuel cells. 
Engines burn hydrogen in the similar way as gasoline and 
natural gas; while fuel cells convert the chemical energy stored 
in hydrogen to electricity and heat. Because the electrochemical 
reaction process is not limited by the Carnot cycle efficiency, 
its theoretical efficiency is much higher than that of the 
combustion process [2]. Most importantly, the single reaction 
product, water, is harmless to human health and the 
environment. 

Among all different types of fuel cells, polymer electrolyte 
membrane fuel cell (PEMFC) is believed to have a very high 
performance and a great application value [3]. A PEMFC is 
typically composed of two bipolar plates (BP), gas diffusion 
layer (GDL), catalyst layer (CL) and proton exchange 
membrane (PEM). The last three components form a sandwich-
like system which is named membrane electrode assembly 
(MEA) and leads to its advantages. First, since the cathode and 
anode are separated by solid polymer film, together with the 
relatively low work temperatures (typically 60 to 80°C), 
PEMFC is much easier to be sealed, assembled and operated, 
and it can start up faster than almost all the other high 
temperature fuel cells [4]. Second, the only liquid phase product 
in PEMFC is the water, for which the system is barely 
corrosive. No special anti-corrosion materials or processes are 
needed in the parts of the cell, which reduces the manufacturing 
cost.  

Critical progress has been made in key technologies of 
PEMFC, however, PEMFC is still not able to provide an 
affordable cost to meet the needs of consumers for basic 
services, issues including durability, reliability and economy 
remain to be resolved. Therefore, the development and 
optimization of hydrogen fuel cells, as important measures and 
effective ways to realize future energy strategies, have been the 
focus of researches in recent decades. Compared with the 
traditional experimental methods, many simulation methods 
have been proved to be more effective in observing, 
understanding and predicting the complex physicochemical 
process in PEMFC. Under such a circumstance, molecular 
dynamics (MD) methods have been developed and utilized to 
simulate and analyze the mass transport in MEA. It can simply 

Chao Wang is with Shanghai Tangfeng Energy Co.，LTD, [NSF 21905172] 
& [SNSF] (e-mail: ghwei@sjtu.edu.cn). 

. 

Jingjing Huang, Nengwei Li, Guanghua Wei, Jiabin You, Chao Wang, Junliang Zhang 

Molecular Dynamics Studies of Main Factors 
Affecting Mass Transport Phenomena on Cathode of 

Polymer Electrolyte Membrane Fuel Cell 

N

39



Conference Proceedings, Paris France June 22-23, 2023

 

 

and intuitively present the process of a PEMFC at the molecular 
level, and then make a reasonable prediction for the impact of 
various factors on PEMFC performance. It also helps to 
understand the experimental mechanism and plays an important 
role in the optimization of PEFMC.  

The Catalytic Layer (CL) is the place where the oxidation-
reduction reaction of PEMFC takes place. The CL is mostly 
porous composites of Pt, carbon and Nafion ionomers. Pt, in the 
form of nano-particles, is the most employed catalyst in 
PEMFC, usually attached on carbonaceous substrates such as 
Vulcan XC-72. Nafion ionomer consists of fluorinated 
backbone and pendent sulfonic acid groups, and it plays a vital 
role in the formation of agglomerate structure of CL [5]. The 
properties of Nafion ionomers, Pt nano-particles and the carbon 
support are believed to affect the agglomerates greatly, which 
influences the transport of protons and oxygen, and finally 
determines the performance of the fuel cell [6]-[8]. 

One of the most important properties of Nafion ionomer is 
equivalent weight (EW), which signifies grams of dry Nafion 
containing one mole of sulfonic acid groups. The value of EW 
characterizes the number of fluorinated carbon as well as the 
length of backbone, which can affect the diameter of the 
agglomerates and the waters fixed by the hydrophilic sulfonic 
acid groups. Büchi et al. [9] measured oxygen concentrations 
and diffusion coefficients in various proton exchange 
membranes with chronoamperometry at microelectrodes. They 
found that increasing EW of the membranes would lead to an 
increase of oxygen concentrations and a decrease of its 
diffusion coefficient. Their model was based on the idea of 
separating the membranes structure into a hydrophobic phase 
and a hydrophilic phase, and this idea can be also applied to the 
structure of the agglomerate. Basura et al. [10] studied the 
influence of ionomer EW value on limiting current density and 
oxygen diffusion coefficient; they concluded that the two 
properties both decreased with the increasing of EW value, and 
that the solubility of oxygen was related to the water content in 
the system. Based on the X-ray measurements by Lee et al. [11], 
it is considered that the differences in the mass transport 
parameters, the cluster sizes and water uptakes are due to the 
growth of the clusters and the crystallinity in the electrolyte. All 
these related studies can reflect the significance of Nafion 
ionomer properties associated with fuel cell’s performance. 

When it comes to the Pt catalyst, its high price is the biggest 
limiting factor of the application and popularization of PEMFC, 
accounting for about 45% of total battery cost [12]. Thus, it is 
of great importance to maintain the similar performance of the 
PEMFC with the lowest possible Pt load. Yang et al. [13] 
utilized electrocatalyst decay protocols to accelerate cathode 
performance loss for Pt catalysts of different sizes. They found 
that the performance decay of the electrodes with the smallest 
Pt particle size was the highest and that of the largest Pt particle 
size was the lowest. Furthermore, the close contact of Pt 
particles and the carbon support has been studied with different 
methods [14]-[16]. Carbon support in the form of both carbon 
blacks and graphite is also a meaningful component for the 
agglomerate in CL. 

Hence a MD model will be utilized in this study to simulate 

and analyze PEMFC cathode mass transport process. It will be 
focused on a small scale of the triple phase boundary (TPB) of 
Pt, Nafion and oxygen. The effects of ionomer distribution and 
Pt nano-particle size will be reflected in the transport 
characteristics of proton and oxygen. Subsequently, analyses 
will be given associated with existing research results, in order 
to understand the PEMFC working mechanisms and to extract 
possible techniques for better performance. It was found that as 
the number of Nafion increases, the higher the EW value, the 
more oxygen transport is hindered. Secondly, larger size Pt 
particles (2 to 2.5 nm) showed better absorption, while medium 
size Pt particles (1.5 to 2 nm) performed better in terms of 
proton transport due to the formation of channels promoting 
mass transport within the catalytic layer between the 
agglomerates formed by medium Pt particles (~10 Å) and the 
main/side chains of the Nafion ionomer film. This paper 
explores the mass transport process of PEMFC cathode catalyst 
layer from the perspective of molecular dynamics simulation, 
providing a theoretical basis for further fuel cell optimization, 
such as water management and catalyst modification. 

II. MOLECULAR DYNAMICS SIMULATIONS 

The MD calculation in this study contains two models, 
established with Large-scale Atomic / Molecular Massively 
Parallel Simulator (LAMMPS) and Materials Studio (MS) 
respectively. LAMMPS and MS are both useful tools and 
commonly used in the domain of MD simulations. Although the 
compositions of the two models are very similar, they are 
focused on different issues in our model. In fact, the two 
softwares have respective characteristics and are therefore 
utilized to solve specific problems. After combined the two 
models, the conclusions are more reasonable and reliable than 
results from either one. All-atom simulations are conducted, 
which means that the fundamental calculation unit is molecule. 
The basic idea of MD simulations is to analyze the microscopic 
structures and molecular movements in order to deduce the 
macroscopic properties. However, the number of molecules in 
each macroscopic object is tremendous, and the simulation of 
the molecules could be time consuming and sometimes even 
unachievable. The strategy to simplify the calculation is 
therefore one of the research focus areas over the years [17]. 
This is also one of the reasons why both two tools have been 
employed in the present study. 

Six components in the CL are present in the models: Nafion 
ionomer, carbon support, Pt particle, water, proton and oxygen, 
which are the key species of CL. They form a complete PEMFC 
cathode microscopic structure, which is in fact one advantage 
of the model. Although some components can be removed to 
simplify the calculation towards specific research [18], the 
completeness contributes to a more flexible adjustment of the 
model as well as consistency with the reality because the 
components have different impacts on the whole system. A 
complete model is also a promising tool that can be adapted for 
more potential studies. 

The Nafion ionomer model is exhibited in Fig. 1. Each 
ionomer contains 10 side chains with an EW of 1147 (g ⋅ mol−1). 
Two extra types of Nafion ionomer with EW of 947 (g ⋅ mol−1) 
and 747 (g ⋅ mol−1) are obtained by decreasing the length of 
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fluorinated backbone. They are employed to study the effects 
of EW value and compared with the existing experiment results, 
which are used to validate the model. 

 
Fig. 1 Basic chemical structure of Nafion:  

(a) structural formula; (b) initial configuration constructed in MS 
 
Each Pt nano-particle is built in MS from the repetition of 

fundamental crystal structure of face centered cubic. The shape 
of the particle is subsequently modified to an approximate 
truncated octahedron, which is reported to be one of the most 
possible equilibrium shapes for Pt nano-particle [19] and is 
confirmed by experimental data [20]. Six types of nano-
particles are used in the simulations; their forms are exhibited 
in Fig. 2, with respectively 490, 314, 260, 116, 62, and 38 Pt 
atoms in one particle. They are employed to study the effects of 
Pt nano-particle size on ionomer distribution, oxygen and 
proton transport. 

 
Fig. 2 Pt nano-particles of different sizes in the MD model 

 
The water in the models is characterized by the coefficient of 

water content λ, which indicates the ratio of the number of water 
molecules (including the water molecules in hydronium ions) 
to the number of sulfonic acid groups. This value is usually 5-
15, and it is set to 10 in this study. The protons exist in the form 
of hydronium ions, which is set to achieve the charge 
equilibrium of the system. The oxygen is considered as ideal 
gas, whose number is determined by (1): 

 

� � ��

���
                                        (1) 

 
where P, T are the initial pressure and temperature of the gas, 
and are set to 10 MPa and 300 K; kB is the Boltzmann constant; 
V is the initial volume of oxygen, which is a cuboid zone 
initially above the Pt nano-particle, and its value will be 
adjusted according to the size of the cell. Finally, the order of 
N will be 103. The carbon support in the study is in the form of 
amorphous carbon structure which can well represent the 
carbon black used in experimental study. 

 The structure of the simulated system is firstly built in MS 
and the final four-layer structure is a lattice of about 50 Å × 50 
Å × 120Å. They are layers of amorphous carbon, Pt nano-
particle, Nafion and oxygen respectively. Particularly, the layer 
of Nafion is composed of 6 Nafion ionomers, 540 water 
molecules and 60 hydronium ions. The initial density is set to 
1.6 (g cm-3), and the lattice type is orthorhombic. Subsequently, 
the structure of each layer is exported to LAMMPS. The initial 
and final structure of the whole model is exhibited in Fig. 3. 
Special designed vacuum layer with thickness of 100 Å is added 
above the oxygen layer, which is used to eliminate the influence 
of periodic boundary conditions (PBC) on z-axis (vertical axis). 
In fact, the PBC of the system can largely simplify the 
calculation [21]. 
 

 
Fig. 3 Initial (a) and final (b) structure of the MD model (legend of 
particle colors: gray-C, blue-Pt, cyan-F, red-O, yellow-S, white-H) 

 
In terms of energetic parameters, COMPASS force field [22] 

is applied to the MS model, while CVFF force field [23] is 
applied to the LAMMPS model. The force fields include most 
of the bonding parameters, such as bond stretching, angle 
bending and torsional potentials. The non-bonded interactions 
are defined as van der Waals and electrostatic potentials, treated 
respectively with Lennard-Jones (LJ) potential and Ewald 
summation method. The cut-off radii are set to 12.5Å, which 
are far smaller than the thickness of the vacuum layer. The time 
steps are mostly set to 1.0 fs, while a few cases are set to 0.5 fs 
when the system easily diverges. Rather than increase the 
integration tolerance which is 5×104 (kcal mol-1) by default, it 
is preferred to reduce the time step for the improvement of 
accuracy. The precise MD simulation steps are as follows: 
1) Geometry optimization is conducted with the steepest 

descent algorithm [24], the maximum iterations are set to 
2000. 

2) Dynamics process for an NPT ensemble is maintained for 
10 ps, with P = 0.1 MPa and T = 300 K. The Nosé-Hoover 
[25] thermostat and Berendsen barostat [26] are employed, 
with Q ratio of 0.01 and decay constant of 0.1 ps. After the 
process, the temperature of the system should be stabilized 
around 300 K. For some cases, 10 ps is not enough to 
converge in the isothermal process, and a repetition of the 
present step will be needed. 

3) An annealing process is conducted for an NVT ensemble. 
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The system is heated up and cooled down between 300 K 
and 700 K for 4 cycles. Each cycle contains 100 heating 
ramps and each ramp contains 200 dynamics steps.  

4) After the annealing process, the system is maintained at 
300 K for 10 ps (a dynamics process for the same NVT 
ensemble). 

5) Finally, a dynamic process for an NVE ensemble for 50 ps 
is conducted, so as to obtain the data for the analysis of 
morphology and transport properties. 

After the MD simulations finished, the system arrives at 
equilibrium state, which is confirmed by the stability of system 
potential energy. The vacuum layer as well as those overly free 
molecules (water or oxygen molecules that are too far away 
from the bulk) are considered as disturbance and therefore 
removed from the system. Subsequently, the morphology of Pt 
nano-particle and the distribution of Nafion ionomers are 
observed. Finally, important values including radial distribution 
function, mean square displacement and diffusion coefficient 
are obtained based on the final equilibrium state of our 
simulation system. 

Firstly, the radial distribution function (RDF) is computed 
with (2): 
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where NB is the total amount of B atoms in the system, nA-B(r) is 
the amount of B atoms within the distance of r from A atoms, 
and V is the volume of the cell. The RDF represents the density 
probability of a species around another species. Its value shows 
the species’ distribution and morphology. With the similar idea, 
the concentration profile is employed to study the distribution 
of a species along a given direction (z-axis in the present study). 

Besides, for the sake of analysis for molecular transport, the 
mean square displacement (MSD) is computed with (3): 
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where N is the total amount of a certain species and x(t) is the 
position of a unit at time t. The MSD describes the kinestate of 
a species. Moreover, the diffusion coefficient D is computed in 
conjunction with the running diffusion constant (RDC): 
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Compared with MSD, the diffusion coefficient can more 

intuitively describe the dynamical behavior of a species. The 
diffusion coefficient of hydronium ions and oxygen are 
therefore computed in the study in order to characterize the 
performance of the PEMFC. 

With this fundamental MD process, parameters can be easily 
modified for different cases. In addition to the EW of Nafion 
ionomer and the size of Pt Nano-particle, the number of Nafion 
ionomer is also a variable in the study: 6, 12, 18 and 24 Nafion 
ionomers are added in the lattice to conduct the MD 
simulations. Following the principle of controlling variables, 

there will be only one variable changed each time, so that the 
effects of the specific parameter is clearer.  
 

III. RESULTS AND DISCUSSION 

The final structure of model after the MD simulation is 
exhibited above in Fig. 3 (b). The initially layered structure 
agglomerates and becomes much denser, which is the typical 
microstructure in the real PEMFC cathode. Before analyzing 
the morphology and the transport of different molecules, it is 
necessary to ensure the convergence of the calculation, which 
means that the simulated system is relaxed enough and at 
equilibrium state. In fact, to complete the MD calculation in the 
shortest time while guaranteeing the rationality of the result is 
one of the major goals in this study. Fig. 4 exhibits the final 
state of the MD simulation process in the baseline case with 314 

Pt atoms, 6 Nafion ionomers of EW of 1147 (g ⋅ mol−1), 540 
water molecules and 60 hydronium ions.  

 
Fig. 4 Results of MD simulation process: (a)final energy; (b)final 

temperature 
Fig. 4 (a) represents the system status in the dynamics 

process of NVE ensemble, where the kinetic and potential 
energy remain stable. Furthermore, as shown in Fig. 4 (b), the 
temperature varies closely around 300 K even without a 
thermostat, which is a significant proof of the equilibrium of the 
system. Similar results are observed for all MD simulations for 
the other cases in the study. 

In the first group, different amount of Nafion ionomers is 

42



Conference Proceedings, Paris France June 22-23, 2023

 

 

studied and the diffusion coefficient of oxygen are compared. 
6, 12, 18, and 24 Nafion ionomers of EW of 1147 (g ⋅ mol−1) are 
added in the lattice to form 4 cases. The results of this group are 
exhibited in Fig. 5 (a), which shows that the diffusion 
coefficient of oxygen decreases rapidly with the increase of the 
amount of Nafion ionomers in the lattice. The initial thickness 
of the Nafion layer increases proportionally, while the density 
of the layer is fixed. It is found by Soboleva et al. [8] that the 
pores of the agglomerate were gradually blocked as the ionomer 
content increased, which might hinder the transport of oxygen. 

 

 
Fig. 5 (a) MD simulation results of oxygen diffusion coefficient and  

(b) experimentally measured variation trend of reciprocal mass 
transfer resistance [27] 

 
Moreover, related experiments [27] are conducted and show 

that the mass ratio of ionomer and carbon support (I/C) is one 
of the important factors affecting the performance and 
microstructure of the catalytic layer. The increase of I/C value 
within a certain range can lead to a huge raise of transport 
resistance, which explains the drop of diffusion coefficient in 
the MD simulation. In fact, the relationship between transport 
resistance R and diffusion coefficient D is as (6): 

D

h
R =                                     (6) 

where h is the thickness of Nafion ionomer layer. In order to 
compare the results of the experiment and simulation, and to 
ignore the influence of Nafion thickness, the value of 1/R is 
considered. Fig. 5 (b) shows the variation of 1/R with I/C value. 

Compared with the oxygen diffusion coefficient in Fig. 5 (a), 
the variation trends with the increase of ionomer are consistent. 

A similar set of different Nafion EW values is also 
conducted, with the results exhibited in TABLE I. For the sake 
of I/C value control, different numbers of Nafion ionomers are 
added in the lattice so that their total mass in each case remains 
close. According to the results, with shorter fluorinated 
backbone, the oxygen can be better transported into the surface 
of Pt. The variation trend and the order of the diffusion 
coefficient of oxygen are both consistent with the experiment 
results by Basura et al. [10] The Nafion ionomer study validates 
the MD model and demonstrate the credibility of the results. 

 
TABLE I 

THE OXYGEN DIFFUSION COEFFICIENT CORRESPONDING TO DIFFERENT EW 

VALUES OF NAFION 

EW value of Nafion (g·mol-1) 1147 947 747 

number of Nafion ionomers 6 7 9 

diffusion coefficient of oxygen (10-4 cm2 s-1) 7.70 10.32 11.87 

 
The next group of simulation is conducted for different size 

of Pt nano-particle. Except the number of Pt atoms, all other 
parameters are the same with the baseline case of the study. The 
MSD of ions hydronium ions as well as their diffusion 
coefficient are plotted in Fig. 6 and TABLE Ⅱ, where the final 
size of Pt nano-particle is calculated after the MD simulation.  

 
Fig. 6 MSD of hydronium ions corresponding to different Pt particle 

sizes 
 

TABLE Ⅱ 
DIFFUSION COEFFICIENT OF HYDRONIUM IONS CORRESPONDING TO DIFFERENT 

PT PARTICLE SIZE 

number of Pt atoms in 
the Pt nano-particle 

final size of Pt nano-
particle 

(nm) 

diffusion coefficient of 
hydronium ions 

(10-5 cm2/s) 

490 2.55 0.882 

314 2.17 2.46 

260 1.98 4.18 

116 1.43 5.28 

62 1.10 1.92 

38 0.94 2.94 

 
In general, the hydronium ions have a lower diffusion 

coefficient than oxygen. These hydronium ions are generated in 
the Nafion layer and are initially mixed with Nafion ionomers, 
and due to the positive charge they carry, the distribution of side 
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chains can have a great impact on their transport. The results 
show that Pt nano-particles with medium size contribute to a 
better transport of hydronium ions. On one hand, when the Pt 
nano-particle is too small, the Nafion ionomers will be less 
easily to unfold themselves to form a porous agglomerate with 
Pt, as the effective surface area of Pt is small. On the other hand, 
when the Pt nano-particle is too big, the space between two 
adjacent Pt nano-particles in the simulation lattice will be 
compressed. Consequently, the Nafion ionomers suffer more 
resistance approaching the Pt as well as the carbon support. The 
Pt particle size of 1.5-2 nm will be most advantageous in terms 
of proton transport when the centre-to-centre distance between 
two Pt nano-particle is around 5 nm (the size of the lattice). 

Also, the concentration profile of water molecules is 
computed and exhibited in Fig. 7. In fact, the water absorption 
towards the carbon support as well as the Pt is one of the 
important indicators of the MD simulation [28]-[29], which 
shows the degree of the formation of agglomerate. If the 
parameters are not well set, a number of water molecules will 
be free outside the agglomerate, especially when a vacuum 
layer is added on the cell in the present study. According to the 
curves in Fig. 7, where 0 of abscissa represents the upper 
surface of the carbon support, most of the water molecules are 
close to the carbon as well as the agglomerate. There is a 
connection between the size of Pt and the absorptive capacity. 
The very leftmost peak is situated under the center of Pt nano-
particle, representing the water molecules absorbed by the 
carbon support. It can be noticed that the larger Pt nano-
particles (Pt-490, Pt-314, and Pt-260) have high peaks, which 
reflects stronger absorption. Meanwhile, their second leftmost 
peaks are relatively close to carbon surface. The small Pt nano-
particles (Pt-62 and Pt-38) have their highest peak farther from 
the carbon surface, which reflects weaker absorption.  

 
Fig. 7 Longitudinal distributions of water molecules corresponding to 

different Pt particle sizes 
 

To better understand the morphology of the agglomerates, 
the RDF of Pt-Cmain (carbon atoms in the main chain/backbone 
of Nafion), the RDF of Pt-Cside (carbon atoms in the side chains 
of Nafion), and the RDF of Pt-S (sulfur atoms in sulfonic acid 
groups) are computed and exhibited in Fig. 8, with each figure 
representing a certain size of Pt nano-particle. The RDF shows 
the probability of finding certain molecules at a given distance 
from the center of Pt particle. The cut-off radius is set to 100Å 
where the all values of the RDF approaches 1, which means 
infinity. The leftmost and highest peak of the function is very 

important information because it indicates where the molecules 
are most likely to be located. It can be noticed that the carbon 
atoms in side chains and the sulfur atoms, which are situated at 
the end of the side chain, are mostly found at the same position, 
as their peaks are roughly synchronized. This indicates that the 
side chains are more likely to be parallel to the surface of Pt 
nano-particle. For the two small ones (Pt-62 and Pt-38), this 
phenomenon is no longer observed for the same reason as 
before. It is that the Nafion ionomers cannot unfold themselves 
on a small surface area of Pt. 

 

 
Fig. 8 RDF of various atoms in Nafion corresponding to different Pt 

particle sizes 
 

It is noticed that there is a distance between the leftmost and 
highest peak of the main chains and that of the side chains, 
which is particularly distinct for the medium-sized Pt nano-
particles (Pt-314, Pt-260, and Pt-116). This distance could be 
considered as the size of transport channel between the main 
chains and the side chains. It is believed [30]-[32] that the 
interface of the hydrophilic/hydrophobic phase plays an 
important role in the mass transport, including water, oxygen 
and proton (hydronium ion). In fact, the separation of the 
hydrophobic main chain and the hydrophilic side chain form a 
spacing that other smaller molecules can pass through. The 
medium size of Pt nano-particles help forming a relatively large 
channel of around 10 Å, which is beneficial to the transport of 
hydronium ions. This result is also confirmed by the diffusion 
coefficient, where the medium size of Pt nano-particles 
contributes to better transport capacity. Besides, for the two 
small Pt particle cases in Fig. 8 (Pt-62 and Pt-38), the Nafion 
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ionomers form a similar core-shell structure found by Chen et 
al. [32]-[33], where the side chains wrap snugly around the Pt 
nano-particle. This indicates that the effect of carbon support 
under the Pt becomes negligible when the particle is too small. 
In this case, the transport channel is difficult to form because 
the Nafion ionomers are not completely unfolded, which is 
reflected by the peaks in the RDF curves. 

Considering Pt load control, an associated case is conducted 
for different size of carbon support, which determines the size 
of the lattice and therefore the center-to-center distance 
between two Pt nano-particles. The Pt nano-particles in this 
case contain respectively 490, 260, and 116 Pt atoms, 
corresponding to carbon supports of 70 Å × 70 Å, 50 Å × 50 Å 
and 38Å × 38Å so that the Pt load on carbon support is close to 
0.1 Pt atom per square angstrom. The thickness of Nafion 
ionomer layer and oxygen layer is also adjusted to fit in the 
lattice.  

By MD simulation the data of diffusion coefficient are listed 
in TABLE Ⅲ.  

 
TABLE Ⅲ 

DIFFUSION COEFFICIENT OF OXYGEN AND HYDRONIUM IONS CORRESPONDING 

TO DIFFERENT PT PARTICLE SIZES AND SPACING 

number of Pt 
atoms in the Pt 
nano-particle 

distance between 
adjacent Pt 
particles(Å) 

diffusion 
coefficient of 

oxygen 
(10-4 cm2/s) 

diffusion 
coefficient of 

hydronium ions 
(10-5 cm2/s) 

490 70 5.04 1.73 

260 50 7.62 4.18 

116 33 4.32 1.61 

 
It can be discovered that medium-sized Pt particle (Pt-260) 

leads to the best mass transport performance, especially 
reflected in its high diffusion coefficient of hydronium ions. 
The little Pt particle (Pt-116) has the highest diffusion 
coefficient of hydronium ions in the precious case, but when the 
distance between adjacent Pt decreases to 33 Å, the mass 
transfer resistance becomes much higher. From a molecular 
perspective the downward diffusion of Nafion ionomer will be 
hindered when the platinum spacing is too small. Besides, the 
adsorption capacity of little Pt particle is too weak to attract the 
ionomers and form an agglomerate. As a result, the mass 
transport channel is not well formed, and a considerable amount 
of oxygen and hydronium ions cannot reach the surface of Pt 
particle. For the big Pt particle (Pt-490), the downward 
diffusion of Nafion ionomer is much easier due to bigger 
spacing and stronger absorption of Pt particle. However, the 
distribution of ionomer becomes uneven, which results in an 
irregular agglomerate. There is vacuum space among the Pt 
particles, which goes against the transport of hydronium ions. 
These analyses can be confirmed by the final structure of the 
three cases, showed in Fig. 9. The oxygen, water molecules and 
hydronium ions are removed in the plotting for the better view 
of the structure. As can be seen from the figure, medium-sized 
Pt particles (Pt-260) form an agglomerate that is relatively 
homogeneous, with a lower structural complexity. The 
transport channel can be therefore easier to form. 

Similarly, the RDF of Pt-Cmain, Pt-Cside, and Pt-S are 
computed and plotted in Fig. 10.  

The results are close enough to the previous cases of different 
sizes of Pt in Fig. 8: for the big Pt particle (Pt-490), the leftmost 
and highest peaks of the three curves are almost in the same 
position; for the smaller Pt particle (Pt-116), the three leftmost 
peaks form the same core-shell structure as the two smallest 
particles do (Pt-62 and Pt-38) in the previous case. For the 
medium Pt particle (Pt-260), the gap between the main chains 
and side chains of Nafion ionomer still exists, which indicates 
that the mass transport channel is formed. These gaps result in 
the increased diffusion coefficient of both oxygen and 
hydronium ions for medium Pt particle case. 

 

 
Fig. 9 Final MD structures for 3 Pt particle and carbon support sizes 
(legend of particle colors: gray-C, blue-Pt, cyan-F, red-O, yellow-S, 

light blue at the bottom-carbon support) 
 
 

 
Fig. 10 RDF of various atoms in Nafion corresponding to three Pt 

particle and carbon support sizes 
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In order to achieve a reasonable and efficient Pt particle 
distribution on the carbon support, it is necessary to 
comprehensively consider the size of the Pt particles as well as 
the distance between adjacent Pt particles. In an ideal state, 
where the size of Pt particles is suitable for the very spacing 
(medium sizes in previous cases), the ionomers are adsorbed to 
the surface of the carbon carrier and form a regular and uniform 
agglomerate with the Pt particles. As a consequence, channels 
will be easier to form, which could promote the mass transport 
in the system. This can provide possible ideas and directions for 
the future design of platinum-carbon catalysts in PEMFC 
cathodes. 

IV. CONCLUSIONS  

In this paper, molecular dynamics modeling is conducted to 
analyze the mass transport in the PEMFC cathode. The model 
is established with MS and LAMMPS, which consists of 6 types 
of molecules in the cathode: Pt nano-particle, Nafion ionomer, 
carbon support, proton, water and oxygen. Proceeding from the 
baseline case, different parameters are calculated to analyze 
their effect on transport properties of both oxygen and proton. 

Firstly, MD simulation process is built, as well as the method 
of equilibrium validation. This paper studied how to complete 
a MD calculation in the shortest time while guaranteeing the 
rationality of the result. Secondly, the Nafion ionomer is studied 
as a variate, whose quantity in the simulation cell and EW value 
are modified. According to the computed diffusion coefficient, 
the transport of oxygen is hindered more with a larger quantity 
of Nafion as well as a higher EW value. These results are 
consistent with the experiments, which validate the model. 
Finally, the size of Pt nano-particle is varied, and the diffusion 
coefficient of proton and the RDF between Pt and other 
molecules are computed. The results indicate that large Pt 
particles (2-2.5 nm) have a stronger absorptive capacity, while 
medium-sized Pt particles (1.5-2 nm) are more advantageous in 
terms of proton transport. The reason can be explained by the 
leftmost and highest peaks of RDF curves. It is considered that 
the gap between the main chains and side chains of Nafion 
ionomer form a channel, which is beneficial to mass transport. 
The channel is particularly distinct (of around 10 Å) in the 
agglomerates formed with medium Pt nano-particles, which 
explains their performance in proton transport. This 
morphology is supported by the theory of the interface of 
hydrophobic and hydrophilic phase, which is believed to play a 
vital role in mass transport in proton exchange membranes. 

The MD model presented in this study can be employed to 
conduct further research on the PEMFC cathode. It is a 
complete model that contributes to easier modifications of 
variate and parameters. However, the model still has some 
limitations and can be improved, for instance, the embedment 
of Pt nano-particles into the carbon support has not been 
considered in this paper. The morphology of carbon support as 
well as the embedment depth can change the structure of the 
agglomerate. These issues should be taken into consideration in 
the future study. 
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Abstract—The main objective of this modest work is to 

follow the physicochemical and bacteriological evolution of the 

wastewater from the town of Bechar subjected to purification 

by filtration according to various local supports, namely Sable 

and Terrill by reducing nuisances that undergo the receiving 

environment (Oued Bechar) and therefore make this water 

source reusable in different areas. 

The study first made it possible to characterize the urban 

wastewater of the Bechar wadi, which presents an 

environmental threat, thus allowing an estimation of the 

pollutant load, the chemical oxygen demand COD (145 mg / l) 

and the biological oxygen demand BOD5 (72 mg / l) revealed 

that these waters are less biodegradable (COD / BOD5 ratio = 

0.62), have a fairly high conductivity (2.76 mS/cm), and high 

levels of mineral matter presented by chlorides and sulphates 

390 and 596.1 mg / l respectively, with a pH of 8.1. 

The characterization of the sand dune (Beni Abbes) shows that 

quartz (97%) is the most present mineral. The granular analysis 

allowed us to determine certain parameters like the uniformity 

coefficient (CU) and the equivalent diameter, and scanning 

electron microscope (SEM) observations and X-ray analysis 

were performed. 

The study of filtered wastewater shows satisfactory and very 

encouraging treatment results, with complete elimination of 

total coliforms and streptococci and a good reduction of total 

aerobic germs in the sand and clay-sand filter. A good yield has 

been reported in the sand Terrill filter for the reduction of 

turbidity. The rates of reduction of organic matter in terms of 

the biological oxygen demand, in chemical oxygen demand 

recorded, are of the order of 60%. The elimination of sulphates 

is 40% for the sand filter. 

 

Keywords—  Urban wastewater, filtration, bacteriological 

and physico-chemical parameters, Sand, Terrill, Oued Bechar. 

  

I. INTRODUCTION 

The objective of our work is a contribution to the valorization 

of the dune sand of the western Great Erg used as a filter bed, 

for the pre-treatment of urban wastewater combined with a geo-

material (Terril) available in the South-West region. Algerian 

and who presents an environmental threat. The surface on 

which the slag heaps extends from Bechar Djedid and to the 

town of Kenadza with a strip of width that can reach in places 

 
  

the 20 Km. The valorization of the materials contained in the 

heaps becomes an urgency because these heaps disfigure the 

Our contribution is based, on the one hand, on the estimation of 

the polluting load of the urban waste water of wad Bechar (Ri) 

and on the other hand the contribution to the purification by 

local materials. 

II.        MATERIAL AND METHOD 

1.1. EQUIPMENT 

1 Wastewater 

• Sampling site 

The sampling of waste water was taken at Oued Bechar (Bechar 

djedid) (Fig. 01) according to WHO recommendations [1]. A 

volume of 20 l destined for pretreatment by local materials 

(filtration) is taken from polyethylene flasks. Laboratory 

transport of the sampling vials was carried out in a cooler at low 

temperature (4 ° C) 

Sampling of the urban discharge was carried out on several 

points along Oued Bechar. The choice of sites was established 

in the light of a preliminary study of the physicochemical 

parameters, the frequency of use by local residents, and the 

upstream flow direction downstream of the wastewater. Of 

polyethylene a volume of 1.5 l for physico-chemical analyzes. 

In the laboratory, the dosing methods used are as follows : 

- pH, salinity and conductivity, potentiometric method 

(Consort 861) 

Pectrophotometry was used for the determination of sulphates; 

• Potassium dichromate method for determination of chemical 

demand of oxygen (COD) (Eco thermoreactor VELP scientific) 

thus a method for determining the biological oxygen demand 

for 5 days BOD5. 

Agar incorporation methods for the search and enumeration of 

germs. 

Figure 01 Wastewater Collection Site. 
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2-Filter beds 

Two types of filter media are used, namely sand from the Beni 

bbes dune and Bechar Djedid's Terrill. 

• Experimental pilot 

After sampling at Oued Bechar level (Bechar djedid), we went 

to the laboratory of the University of Bechar or we assembled 

our experiment equipment which is composed of two large bins 

equipped with valves to in submarters and a submerged pump 

and a piping installation for recycled water, inside the bins 

contains each a two layer of gravel of size 8/15 and 3/8 with a 

thickness of 5 cm all over the tray surface and the third layer is 

10 cm of erg sand (Beni Abbes) and in the other tank a 10 cm 

layer of a homogeneous mixture of 95% sand and 5% Terrill; 

then we poured the collected wastewater, illustrated in the 

following figure 

 

 

 

 

 

 

 

Figure 02: experimental device 

2 Results and discussion 

2.1. Characteristics of the media used 

Physical characteristics 

Figure 3 The granulometric curves of sand filter beds  

The granulometric curves of sand filter beds (fig.03) were 

established by passage on sieve columns (standardized method 

NF ISO 565). From the granulometric data, the fineness module 

(MF) and the uniformity coefficient (CU) are easily accessible 

[2,3]. 

Figure 03 Granulometric curve of 95% sand and 5% terril [3] 

Table 1 The physical characteristics of sand and slag 

Parameter S100 S95T5 

Fineness module (MF) 2.16 1.04 

Effective diameter d10 mm 0.17 0.11 

Coefficient of uniformity 

CU 
1.76 2.73 

Specific area of the cm-1 

material 
36.69  

Permeability (m / s) 10-4 7.26  

Density kg / m3 2.63 2.77 

Porosity (ε)% 42.01 88.08 

2.2 Physicochemical parameter 

-Estimation of the polluting load and spatial representation of 

the urban wastewater of the city of Bechar 

• Conductivity and pH 

In the graph below, we find that the rejection R4 represents the 

highest values by contribution to the other discharges, ie 

4.51mS / cm for the conductivity and 7.2 for the pH. 

The conductivity of waste water from Oued Bechar ranges from 

the north (4.51mS / cm) to the south (2.55mS / cm). Waste 

water from Oued Bechar is characterized by a low alkaline pH, 

between 6.8 and 7.2. 

• Sulfate and Chloride 

Sulphates represent very high concentrations respectively a 

maximum of 638.6 mg / l recorded in R6 and a minimum of 

490mg / l for R1 which exceed the maximum allowable value 
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to standards of 400 mg / l. These levels may very probably be 

due to the use of sulphite-based detergents (metastable state) 

which are transformed (oxidation) into sulphate, due to the 

nature of the discharged water, (urban water). 

 

 

 

 

 

Figure4 Evolution of the concentration of chlorides and 

sulphates along Oued Bechar. 

A much larger spatial evolution is observed for chlorides which 

vary between 213 mg / l upstream and 568 mg / l downstream 

thus causing a significant increase in chloride concentration in 

R2, which are higher than the maximum value allowed to 

Algerian standards is 500mg / l. Sulphates show less variation 

compared to chloride. 

• Chemical Oxygen Demand (COD) and Biological Oxygen 

Demand (BOD5) 

The COD is expressed in milligrams per liter (mg / l) of oxygen 

and corresponds effectively to the amount of oxygen necessary 

to oxidize under defined operating conditions. The levels of 

COD recorded in the waters studied are between 40 and 59 mg 

/ l thus presenting a significant load according to the standards 

of the World Health Organization (WHO) which is 30 mg / l. 

BOD5 is the amount of dissolved oxygen consumed by 

microorganisms in the dark at 20 ° C for 5 days. It allows the 

evaluation of biodegradable organic materials. 

 

 

 

 

 

 

 

Figure 

5 Evolution of BOD5 and COD along Oued Bechar. 

The COD / BOD5 ratio gives a first estimate of the 

biodegradability of the organic matter of a given effluent; we 

agree in our case: 

Table 2 COD / BOD5 ratio 

R4 R5 R6 R2 R3 R1 

0,740 0,803 0,621 0,945 0,859 0,909 

For a COD / BOD5 value <2 [4] oued Bechar is easily 

biodegradable. 

• Nitrates and Nitrites 

1. Nitrites 

The nitrite concentrations in the wastewater studied show large 

spatial variations. These levels vary between 7 mg / l (R2) and 

25 mg / l (R3) towards the north, which may be due to oxidation 

by oxygen present in the soil or dissolved in water. 

2. Nitrates. 

The results of the nitrate analyzes show that their contents 

oscillate between 18.9 mg / l (R2) and 41.91 mg / l (R5). Figure 

8 shows a south to north decrease in nitrate content. This 

decrease in nitrate content may be due to processing and 

consumption by microorganisms. 

  

Figure 6 Evolution of Nitrate and Nitrite over the long Bechar 

oued 

• Treatment of urban wastewater in the city of Bechar 

The results of the analysis of urban wastewater from Oued 

Béchar are summarized in the following table: 

Table 3: Results of analysis of wastewater from Oued Bechar 
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Paramètre Unité 
Valeur 

moyenne 

pH - 8.1 

Température 
°C 

25 

Conductivité mS/cm 2.76 

Salinité mg/l 1.97 

DCO mg O2/l 145 

DBO5 mg/l 72 

Sulfate mg/l 596.1 

Chlorure mg/l 390 

Nitrate mg/l 45.6 

Nitrate mg/l 20.1 

Filtration contribution 

At the laboratory level, daily samples were taken where the pH, 

conductivity, turbidity, Chloride, Sulfate, BOD and COD of the 

pretreated water were measured for 96 h, the results are shown 

here dissolved: 

The results of the analysis of the pretreated wastewater are as 

follows: 

• Conductivity and pH 

The results show that the conductivities are respectively: 

For the sand-slag mixture, a minimum of 3.92 mS / cm and a 

maximum of 4.21 mS / cm is recorded, and for the sand a 

minimum of 2.64 mS / cm and a maximum of 2.89 mS / cm. 

The conductivity of the water treated with the sand is low with 

a reduction of 30% compared to that treated with the sand heaps 

during the duration of the experiment with a reduction of 70%; 

that is to say that the degree of impurities as well as the ionic 

concentration of dissolved salts are greater in the water treated 

in the sand Terril than in the sand. 

 
Figure.7 Evolution of the pH as a function of time. 

  

Figure 8 Evolution of conductivity as a function of time 

• Chloride 

  

 Figure 9 Evolution of chlorides as a function of time. 

Based on the results of the chloride content obtained for the two 

samples studied sand and sand-slag during the 96h starting with 

the content of the raw sample are shown below. 

The chloride content for the raw sewage sample is 390 mg / l. 

The sand filter contents are at least 426mg / l and 532.5 mg / l 

at most during the 96h. The chloride contents of the sand-slag 

filter have higher values than those of the sand. 

We thus observe an increase in the chloride concentration as a 

function of time for the two samples compared to the rejection. 

• Sulphate 

The sulphate concentrations are shown below: 
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Figure 10Evolution of sulphates as a function of time. 

Note that the sulfate content for the sand is reduced by a 

reduction of 50% and an increase in the sulfate concentration 

for the sand-slag filter by 60%. 

• Biochemical demand and chemical oxygen demand 

The results gathered in the graph below attest that there is a 

decrease in the concentration of (BOD) by contribution to the 

discharge, which is 72 mg / l. We therefore observe a reduction 

of 60% for the two average values , which are 50.4 mg / l for 

the sand filter and 40.4 mg / l for the sand-slag filter 

  

Figure 11 Evolution of BOD5 as a function of time 

The reduction in chemical oxygen demand (COD) shows a 

significant variation between the sand filter and the sand-slag 

filter compared to the COD of the reject which has a value of 

145 mg / l with a reduction of 70%. The results grouped 

together in the figure below show the influence of the water 

circulation on the COD concentration for the two filters during 

the 96h. 

  

Figure 12 Evolution of the COD as a function of time. 

2.3 Microbiological result and discussion 

• The results of the coliform count 

Coliforms are rods, facultative anaerobes, Gram (-), non-

sporulating allowing the hydrolysis of lactose at 35 ° C (WHO, 

1979). Based on the histogram of the Figure 12, and compared 

to the rate of CT (Total Coliforms), and CF (Fecal Coliforms) 

in the wastewater before filtration, a considerable decrease in 

the rate of coliforms of up to 100% respectively was recorded 

for CT and CF in the sand filter and up to 100% respectively for 

the CT and CF for the sand heap filter. So, according to the 

results obtained, the two filters used constitute an effective 

means of removing coliforms sufficient for the first 24 hours of 

filtration. These results are similar to those of [5] which were 

marked by an average percentage of elimination of 84% of CT 

and CF, by means of a slow filtration on a filter consisting of 

layers of fine and coarse sand [5 ]. 

  

Figure 13 Graphic representation of the results of the research 

for Clostridium sulfito-reducing agents in wastewater before 

and after filtration. 

• Results of the enumeration of the total mesophilic aerobic 

flora 

It is the flora encompassing all natural or contaminating germs 

that live in the presence of oxygen. In all the samples of the 

reject analyzed, we notice the presence of total germs, these 

results show that the germ rate is very high (2 * 10 ^ 14 CFU) 
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at 20 ° C and 37 ° C (fig. 15), they exceed the Algerian standard 

which is 20 CFU / ml these concentrations are very high, they 

can cause health problems. 

The results of the FAMT count are presented in fig. 15. It was 

observed from the first 24 hours of filtration that the FAMT is 

reduced to 100% for the GT (total germs) at 37 ° C and the GT 

at 20 ° C with the sand filter and in the sand heap mixture. 

This efficiency can be explained by the absorption of 

microorganisms on the surface of the filter granules. The 

addition of heaps reduces the intergranular space, where the 

retention of microorganisms reaches its maximum. 

III-CONCLUSION 

The results obtained in this study of physicochemical and 

microbiological analysis of urban discharge before and after 

filtration mostly confirm that there is a variation in the levels of 

the various parameters studied. 

The characterization of urban wastewater from Oued Béchar 

has enabled us to assess and estimate the pollutant load, which 

turns out to be quite loaded with pollutants. The latter constitute 

a real threat to the region's environment, in particular to 

groundwater. 

The results obtained from the filtration for the two filter beds 

used in this work show encouraging reductions for the various 

physicochemical parameters such as chlorides, sulphates, 

chemical oxygen demand (COD), biochemical oxygen demand 

(BOD). As for the microbiological parameters, they indicate a 

significant elimination of pollutants such as total mesophilic 

aerobic flora up to 100%. 
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Abstract—Même si elle est largement observée dans les 

écosystèmes marins, ce n’est que récemment que la pollution par les 

macro déchets et  les  micro déchets de pastique a été documentée  

dans les écosystèmes aquatiques  , et  ce presque exclusivement  dans 

les  eaux de surface . Les macro déchets accumulés sur les plages 

constituent une nuisance et peuvent être un danger pour les usagers, 

ainsi que pour les espèces marines. 

Nous avons identifié et quantifié ces macro déchets de plastique 

sur quatre stations dans le nord est Algérien ( golfe d’Annaba).  Les 

résultats montrent qu’au total 4000 items ont été collectés, avec un 

poids de 610 Kg. Ce sont les emballages de plastique, 

principalement les bouteilles qui montrent le plus fort pourcentage 

avec 60% au niveau de la station Seybouse la plus polluées.  

Quant à la pollution des eaux de surface par les micro plastiques 

(< 5 mm), Nos résultats montrent la présence de particule de 

plastique dans les eaux de surface des deux stations Seybouse et Sidi 

Salem, les concentrations les plus élevées sont relevées au niveau de 

la station de Sidi Salem située à proximité de l’embouchure de 

l’oued Seybouse. Les sources de ces particules et la quantité des 

apports restent à identifier et quantifier. D’autres questions restent 

ouvertes, notamment le devenir du micro plastique. 

 

Keywords—Macro déchets, Micro déchets, Microplastique, 

nord est Algérien. 
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Abstract.  
This research presents the development of a self-sustainable manufacturing system from a circular 

economy perspective, structured by a multi-stage serial production system consisting of a series of 

machines under deterioration in charge of producing a single product and a reverse 

remanufacturing system constituted by the same productive systems of the first scheme and 

different tooling, fed by-products collected at the end of their life cycle, and non-conforming 

elements of the first productive scheme. Since the advanced production manufacturing system is 

unable to satisfy the customer's quality expectations completely, we propose the development of a 

mixed integer linear mathematical model focused on the optimal search and assignment of quality 

stations and preventive maintenance operation to the machines over a time horizon, intending to 

segregate the correct number of non-conforming parts for reuse in the remanufacturing system and 

thereby minimizing production, quality, maintenance, and customer non-conformance penalties. 

Numerical experiments are performed to analyze the solutions found by the model under different 

scenarios. The results showed that the correct implementation of a closed manufacturing system 

and allocation of quality inspection and preventive maintenance operations generate better levels 

of customer satisfaction and an efficient manufacturing system. 

 

Keywords. 

Closed loop, Mixed integer linear programming, Preventive maintenance, Quality Inspection.   
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Abstract 

Traceability systems are important in the agri-food and halal food sectors for monitoring 

ingredient movements, tracking sources, and ensuring food integrity. However, designing a 

traceability system for the halal food supply chain is challenging due to diverse stakeholder 

requirements and complex needs. Existing literature on stakeholder mapping and identifying 

requirements for halal food supply chains is limited. To address this gap, a pilot study was 

conducted to identify the objectives, requirements, and recommendations of stakeholders in the 

Kuwaiti halal food industry. The study collected data through semi-structured interviews with 

an international halal food manufacturer based in Kuwait. The aim was to gain a deep 

understanding of stakeholders' objectives, requirements, processes, and concerns related to the 

design of a traceability system in the country's halal food sector. Traceability systems are being 

developed and tested in the agri-food and halal food sectors due to their ability to monitor 

ingredient movements, track sources, and detect potential issues related to food integrity. 

Designing a traceability system for the halal food supply chain poses significant challenges due 

to diverse stakeholder requirements and the complexity of their needs (including varying food 

ingredients, different sources, destinations, supplier processes, certifications, etc.). Achieving 

a halal food traceability solution tailored to stakeholders' requirements within the supply chain 

necessitates prior knowledge of these needs. Although attempts have been made to address 

design-related issues in traceability systems, literature on stakeholder mapping and 

identification of requirements specific to halal food supply chains is scarce. Thus, this pilot 

study aims to identify the objectives, requirements, and recommendations of stakeholders in 

the halal food industry. The paper presents insights gained from the pilot study, which utilized 

semi-structured interviews to collect data from a Kuwait-based international halal food 

manufacturer. The objective was to gain an in-depth understanding of stakeholders' objectives, 

requirements, processes, and concerns pertaining to the design of a traceability system in 

Kuwait's halal food sector. The stakeholder mapping results revealed that government entities, 

food manufacturers, retailers, and suppliers are key stakeholders in Kuwait's halal food supply 

chain. Lessons learned from this pilot study regarding requirement capture for traceability 

systems include the need to streamline communication, focus on communication at each level 

of the supply chain, leverage innovative technologies to enhance process structuring and 

operations and reduce halal certification costs. The findings also emphasized the limitations of 

existing traceability solutions, such as limited cooperation and collaboration among 

stakeholders, high costs of implementing traceability systems without government support, 
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lack of clarity regarding product routes, and disrupted communication channels between 

stakeholders. These findings contribute to a broader research program aimed at developing a 

stakeholder requirements framework that utilizes "business process modelling" to establish a 

unified model for traceable stakeholder requirements. 

Keywords: Supply chain, traceability system, halal food, stakeholders’ requirements 

Introduction 

Halal food refers to food processed and manufactured in accordance with Islamic regulations 
governing food consumption (Al-Teinaz et al., 2020). With the global increase in the Muslim 
population, the demand for halal food is growing, leading to the expansion of the halal food 
industry. In 2022, the halal food industry captured a share of US$2,221.3 billion in the global 
food market industry (Impactful Insights, 2023). Not only is halal food consumed by Muslims, 
but its popularity is also rising in non-Muslim countries due to its high quality and safety 
standards during manufacturing (Zulkifli, 2013). 

However, despite the high demand for halal food in both Muslim and non-Muslim countries 
with Muslim minorities, there is a lack of unified standards for halal food, which poses 
significant challenges to the integrity of halal food in the market (Randeree, 2019). This 
situation creates opportunities for unethical practices, such as the fabrication of halal food 
ingredients during sourcing, mixing, and manufacturing processes. There have even been 
reports of manufacturers displaying fake halal food certificates on products in Muslim 
countries (Majid et al., 2015). Implementing a food traceability system provides hope for 
consumers and governments to regulate the halal food industry, ensuring the integrity of halal 
food by increasing transparency regarding processing, manufacturing, and distribution (Zailani 
et al., 2020; Aniqoh and Hanastiana, 2020). 

Traceability plays a critical role in the halal food supply chain as it enables efficient tracking 
of halal food ingredients, allowing the identification of sources and verification of halal status 
for products marketed in halal food markets (Poniman et al., 2015). Developing and 
implementing halal traceability systems pose challenges for both manufacturers and 
governments due to the involvement of various stakeholders in the delivery, manufacturing, 
and distribution processes of halal food products (Samsi et al., 2012). Cooperation and 
coordination among stakeholders are crucial for managing relationships within the halal food 
supply chain, and data from each stakeholder contribute to the development of an efficient and 
effective traceability system (Kadir et al., 2016). 

Without understanding the needs and requirements of stakeholders in the halal food supply 
chain, building an effective traceability system becomes jeopardized. Incorporating halal food 
requirements into traceability systems can ensure their adoption within halal food networks. 
For example, communication between suppliers and manufacturers of halal food products can 
contribute valuable data on the integrity of halal food, which can be traced and tracked by 
governments and consumers to verify the integrity of ingredients used in processing and 
manufacturing (Samsi et al., 2012). 

Similarly, the adoption of traceability systems can be related to their mandatory status for 
certain food products. For instance, the European Union mandated traceability systems for beef 
sales in member countries, leading to wider adoption and enforcement of traceability systems 
among beef sellers (Charlebois et al., 2014). There are also instances of voluntary adoption of 
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traceability systems in the dairy and poultry sectors. However, mandatory traceability systems 
are generally more effective and regulated due to government involvement as a key stakeholder 
in monitoring and verifying the integrity of food products through enforced traceability systems 
(Smith et al., 2008). Successful execution and implementation of traceability systems in both 
Muslim and non-Muslim countries require willingness from key players such as suppliers, 
farmers, manufacturers, distributors, and government entities (Poniman et al., 2015). 

Kuwait, situated in the Arabian Peninsula, is a Muslim country with a population of 

approximately 4.45 million Muslims (WorldMeter, 2023). The Kuwaiti market faces 

significant challenges, including the presence of fake certificates and the sale of halal food 

products containing non-halal ingredients. These issues arise due to the absence of a fully 

operational and effective traceability system mandated by the government or voluntarily 

adopted by halal manufacturing firms. As a result, consumer confidence in the integrity of halal 

food products in the market has been compromised. Without a clear understanding of 

stakeholder requirements, attempts to establish or develop a traceability system may prove 

unsuccessful (Samsi et al., 2012). This study serves as a pilot investigation designed to identify 

the challenges faced by stakeholders and their needs and requirements in building an effective 

traceability system. It lays the groundwork for future research in the Kuwaiti halal industry. 

The remaining sections of this paper are divided into five main parts: a literature review, 

research methods, results and discussion, and conclusion. 

Literature Review 

Traceability system in halal food ecosystem 

According to Poniman et al (2015), traceability system is the mechanism through which 

products or ingredients of the food products can be tagged for tracing the origin and nature of 

the products. Traceability system in the context of the halal food products is defined as the 

tracking and tracing of the food ingredients or the finished products with the aim to satisfy the 

end consumers and government with the provision of the related data on the request or online 

(Rashid and Bojei, 2020). Muslims follow the Islamic Sharia (Laws) which prohibits the 

consumption of the halal food, the food which is prepared in contact with the blood, the meat 

slaughtered without the name of God, and many other considerations (Najmi et al., 2023).  

In the European countries traceability is regarded as an emblem of the safety and quality of the 

food products. The quality and safety issues of the food are dealt with tracing and tracking the 

sources and processing of the food items during the manufacturing process through the use of 

an effective traceability system (Aung and Chang, 2014). The traceability system may be based 

on the keeping the records of events as part of the supply chain management system using the 

paper-based method or the technological tools and instruments including RFID, blockchain or 

computer software for storing, accessing and transferring the data from one end of the supply 

chain to the end consumers on the other side of the supply chain (Olsen and Borit, 2018; Kesna 

et al., 2017). 

The most common challenges faced by building a traceability system is the lack of the 

information at different timepoints within the supply chain about movement of the products, 

which arises from the limited level of participation of certain stakeholders such as famers and 

suppliers in supplying the required information to other stakeholders such as manufacturers 

and consumers (Karippacheril et al., 2017; Purwandoko and Seminar, 2018). The data about 
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all aspects of the products can only be ensured through the constant communication and 

coordination among stakeholders, and their participation in sustaining the traceability system 

for maintaining the food safety, integrity and quality as desired by the end users (Mohamed et 

al., 2016; Usman et al., 2018). 

Halal traceability and stakeholders 

According to stakeholder theory, the important stakeholders governing the operations in the 

supply chain involve firms, employees, government, consumers, suppliers, and government 

agencies (Friedman and Miles, 2006; Freeman et al., 2010).  

 

Figure 1: The key stakeholders involved in the halal food supply chain 

Government plays a critical role in creating and maintaining the halal markets through the 

legislation in the halal food sectors. They establish the monitoring and supervision structures 

for verifying the integrity of the halal food products (Zulfakar et al., 2014; Adekunle and Filson, 

2020). Additionally, the government is responsible for increasing the awareness among the 

players in halal industry and consumers about the adherence to the halal standards and its 

benefits to the health of consumers and productivity of the halal business (Batu and Regenstein, 

2014; Supian and Rashid, 2018). As long as the halal firms are concerned, they have 

responsibilities of verifying the halal status of the ingredients prior to purchasing with the 

suppliers, keep record of all events about the ingredients in their systems, obtaining the halal 

certification by following the local regulations, and production of all relevant data relating to 

the processing, storage, packaging and distribution of the halal foods (Zailani et al., 2020; 

Zailani et al., 2015; Talib et al., 2017).  

Employees constitute a key stakeholder, and they need to be trained by halal firms about the 

halal standards while processing, storing, packing and distributing the halal foods in order to 

maintain the integrity of the halal food products (Supian and Rashid, 2018; Zailani et al., 2020). 

Suppliers supply the ingredients, hold key relationships with farmers, located closer to the 

points where qualitative information about the production, farming, and harvesting of 

ingredients can easily be obtained (Supian and Rashid, 2018). Therefore, they have the 

responsibility to provide the adequate level of information to the production firms about the 

sourcing and quality of the ingredients to the firms, so that relevant data can be furnished to 

the traceability system (Tan et al., 2017; Samsi et al., 2011). Distributors or trade associations 
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form another important stakeholder, as they are supposed to market the halal logos, and provide 

the relevant information to retailers and consumers on demand. They serve as facilitators 

between the consumers and food production firms to provide the relevant information (Samsi 

et al., 2011)  

There is common misconception that only firms carry the responsibility of implementing the 

food traceability system, rather than it is the shared responsibility of all stakeholders involved 

in carrying out various processes along the halal food supply chain (see Figure 2) to support 

and implement the halal food traceability along each and every phase of the halal food supply 

chain (Randeree, 2019; Samsi et al., 2011; Mohamed et al., 2016). Talib et al (2017) viewed 

the contribution of each stakeholder to the halal food traceability system, and must be 

prioritized within the management of the supply chain. The consumers’ confidence is highly 

reliant on type of information and data provided by suppliers, farmers and manufacturers to the 

consumers, and its availability to the consumers online or on the request. 

 

Figure 2: The different phases of the supply chain for traceability associated with stakeholders. 

The presence of the food control system and generation of the food quality data with all 

stakeholders including farmer, suppliers, manufacturers and distributors can ensure the 

satisfaction of consumers and government agencies about the sourcing, processing and 

movement of the ingredients of food products and ready-to-be-used halal food products (Yunos 

et al., 2014). The current focus of the halal food manufacturers is to obtain and show the halal 

food certification, but it does not inform the consumers and government bodies – key 

stakeholders in the halal food supply chain – about the underlying processes food handling, 

packaging and movement of the food products in the supply chain to reach the table of 

consumers. Therefore, scholars and practitioners in the supply chain emphasized the 
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installation of an effective quality management at the production and distribution levels (Samsi 

et al., 2011; Kadir et al., 2016).  

Tan et al (2017) argued the inclusion of the assurance system from all stakeholders in the halal 

food supply chain, which can be integrated into the traceability system for enabling the firms 

to meet the needs and requirements of the Muslim consumers and halal monitoring agencies. 

This boils down to the participation of all stakeholders along the supply chain to develop the 

assurance system along with halal certification system for fulfilling the needs of the Muslim 

consumers.  

Research Methods 

This research adopted the qualitative research design. The qualitative research helps the 

researchers to collect an in-depth information about social phenomenon under investigation 

with the aim of having a deeper understanding of the experiences of the people with knowledge 

about the research problem (Hannink et al., 2020; Hammerberg et al., 2016). As this research 

work aims to understand the issues in the halal food industry, and to gain the in-depth insight 

into the requirements and needs of the consumers for the modelling the traceability system for 

halal market in Kuwait. Therefore, the qualitative research design is the most optimal approach 

for addressing the research questions posed in this study. 

 

Qualitative interviews 

The purpose of the interview is to gather the maximum data from respondents, so that all 
objectives of the study are satisfied (Wilson, 2012). This was a pilot study with aim to gain 
preliminary data regarding the research problem under discussion, allowing the development 
of more refined approach and data to model the traceability system. Therefore, initially 4 
interviewees were selected for this study. The interviews are conducted with a set of questions 
relating to the traceability, strengths and weaknesses of existing traceability systems with focus 
on the needs for further development. The respondents were motivated to provide information 
related to varied search without influencing the interviewees (Rosenthal, 2016). Respondents 
were clarified the questions, asked the prompt questions with the intention gather in-depth 
understanding of their experiences in halal industry and importance of the traceability system. 
The interviews were lasted for 45 minutes approximately, and list of topics recommended by 
the researcher and the respondent were thoroughly discussed. The strength of the semi-structure 
interview is that it helps researchers to devise as many prompt questions or sub-topics which 
are deemed to be necessary for addressing the research issue (Knox and Burkard, 2009). This 
helped the investigator to collect as much data as was important for answering the research 
questions raised in this study 
 

Data analysis 

The interview data were analysed using the thematic approach which is frequently applied 

method for analysing the qualitative data such as interview or textual data (Braun and Clarke, 

2012). It allows the researchers to identify the common themes and patterns of topics and ideas 

appearing repeatedly within the textual data (Clarke et al., 2015). The following procedure was 

adopted to conduct the thematic analysis (Peterson, 2017) 

61



Conference Proceedings, Paris France June 22-23, 2023

• The textual data obtained from the interviews were read and reread to gain thorough 

understanding of the contents 

• The phrases or sentences with comprehensive meaning relating to the research problem 

and coming up repeatedly were classed as codes and entered in the code and theme 

notebook. 

• The codes generated in the step 2 were compared exhaustively; similar codes were 

grouped, and each group was categorized as a distinct theme. 

• Themes were compared exhaustively, followed by creation of the broader themes or 

categories which were used for describing and interpreting the results. 

Results and discussion 

Integration of the farm-to-fork approach  

All the respondents unanimously acknowledged the significance of implementing a farm-to-
fork approach in constructing a robust and effective traceability system. One participant 
emphasized that the current state of halal food traceability lacks this approach, which 
jeopardizes the quality, safety, and integrity of halal food products. Consequently, consumer 
confidence is undermined. Additionally, another participant highlighted the inadequate 
attention given to the movement of food products from factories to retailers. 

Numerous studies align with our findings, emphasizing the indispensability of a farm-to-fork 
approach in establishing an efficient and trustworthy traceability system, for example, halal 
food traceability using the internet of things in Malaysian agro-food sector (Ahmad-Tarmizi et 
al., 2020), the halal food traceability implementation in the post slaughter process within the 
slaughterhouses (Smith et al (2008); and halal food traceability using the blockchain (Vanany 
et al., 2020). Tan et al. (2022) argued that integrating processes and technologies into the 
traceability system to enhance the halal food supply chain, from farm to fork, is of utmost 
importance in meeting the requirements of stakeholders. Particularly, consumers' trust heavily 
relies on comprehensive data spanning from farm to fork, encompassing all stages of food 
product delivery. Similarly, Ling et al. (2020) regarded the farm-to-fork approach as a 
fundamental component of halal food traceability, as it mitigates the risks of contamination 
throughout the movement, sourcing, production, and distribution of food products to end 
stakeholders, specifically consumers. 

Cooperation and Collaboration among stakeholders 

Virtually all participants acknowledged the imperative of cooperation and collaboration among 

stakeholders. They observed that the existing level of cooperation is limited and insufficient in 

maintaining a high-quality traceability system for halal food products. This deficiency 

primarily arises from the absence of crucial information regarding the safety, quality, and 

integrity of the products, which is lacking from farmers and suppliers. One participant 

highlighted that while companies focus solely on halal food certification, comprehensive data 

regarding the sourcing, feeding, and maintenance of animals for meat production are not 

consistently available from all suppliers. 

To corroborate the findings of this study, Samsi et al. (2011) emphasized the significance of a 

positive relationship among stakeholders in the Malaysian halal industry. Such a relationship 

facilitates the provision of relevant data on halal food ingredients and products to all pertinent 

stakeholders within the halal food supply chain. Furthermore, Kadir et al. (2016) suggested that 
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collaboration between stakeholders, including research institutions and production firms, can 

foster stronger relationships and enhance the visibility of food products and ingredients 

throughout the supply chain. This increased transparency benefits key stakeholders, such as the 

government and consumers, in managing halal supply chain operations. 

Need for strong communication channels 

The participants unanimously emphasized the critical need for strong communication channels, 

supported by advanced technologies, to facilitate the timely dissemination of information 

regarding changes in the sourcing and procurement of halal ingredients used in halal food 

products. One participant specifically highlighted the government's role in promptly updating 

regulations, certification requirements, and recommended labelling specifications to the 

production firms operating within the Kuwaiti halal ecosystem. 

 

Collectively, it can be argued that communication channels should be an integral part of the 

traceability system, enabling stakeholders to access and update the system with proposed 

changes in ingredient supply, halal food products, and regulations pertaining to labelling and 

processing requirements for halal food manufacturing. Mohamed et al. (2016) assert that the 

traceability system serves as a communication platform for stakeholders, which should be 

enhanced with state-of-the-art technologies to facilitate effective communication among the 

various participants in the traceability system. Technologies such as blockchain, Internet of 

Things (IoT), and RFID are widely employed to enhance data communication among 

stakeholders in food traceability (Osman et al., 2018; Najmi et al., 2023; Bux et al., 2022). 

Innovative technologies in building traceability systems 

The data obtained from the respondents underscored the critical importance of adopting 

innovative technological solutions to promote and sustain traceability systems within the 

Kuwaiti halal market. The participants recognized the potential benefits of employing 

blockchain and RFID technologies to establish traceability for halal food products. By utilizing 

these technologies, the monitoring of halal food product movements could be conducted by 

government entities, suppliers, and firms without limitations of time and space. 

However, the respondents also highlighted the limited utilization of innovative technologies in 

record-keeping practices. Currently, the use of technology is primarily restricted to basic 

record-keeping software. This limitation poses a risk of data fabrication, as it may enable the 

concealment of information regarding contaminations from governmental monitoring agencies 

and social organizations dedicated to upholding the integrity of halal food products. From the 

above data, it is evident that innovative technologies are needed by production firms, an 

important stakeholder in the halal food industry in Kuwait. Importance of the innovative 

technologies for traceability systems are acknowledged by many studies, which corroborate 

the findings of this study.  

For instance, Bux et al (2022) pinpointed the application of blockchain for increasing the 

trustworthiness of traceability system due to communication of data among stakeholders with 

limited potential of fabrication of data on behalf of the stakeholders at different phases of the 

supply chain of the halal food products. Rejeb et al (2021) included the internet of things for 

building the traceability system with higher level of communication among stakeholders 
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participating in the halal food supply chain management. Rejeb et al (2021) included the 

internet of things for building the traceability system with higher level of communication 

among stakeholders participating in the halal food supply chain management. Furthermore, 

some other practitioners and academics in the field of traceability in halal food sector 

recommended the application of internet of things for enabling faster and better communication 

among the stakeholders in the halal food traceability (Rejeb et al., 2021; Osman et al., 2018; 

Najmi et al., 2023). 

Halal Certification and Legislations 

Most of respondents argued that halal certification procedure is costly and lengthy, which 

causes difficulties to the firms to obtain the halal certification on regular basis, so that they 

market their halal food products in the Kuwaiti market. They all recommended to lower the 

halal certification fee, so that they can make investments in the development of halal 

traceability system. Furthermore, two participants also mentioned of the high cost of 

maintaining the halal traceability system which may discourage halal food production firms to 

adopt it on the long-run basis. 

From the above data, the cost of halal food certification and maintenance of the halal 

traceability systems are major factors which may discourage wide-scale adoption of the 

traceability system. Therefore, government should lower the cost of the halal certification in 

Kuwaiti market to cater to needs of the halal food production firms. Several other studies have 

reported that cost of maintaining halal certification is high, but the companies are paid off by 

the consumers who are willing to pay higher prices due to halal certified meat products 

(Fuseini, 2017; Iranmanesh et al., 2020; Verbeke et al., 2013). The government may reduce the 

price of certification to decrease the burden of high prices of halal certified products on the 

consumers.   

Conclusion and Future work 

This pilot study aimed to capture the needs and requirements of stakeholders in the Kuwaiti 

halal ecosystem, with the ultimate goal of developing a traceability system that aligns with 

their specific needs. The findings of this study highlighted several key factors, including the 

integration of a farm-to-fork approach, enhanced cooperation and collaboration among 

stakeholders, efficient communication channels, reduced costs of halal certification, and the 

application of innovative technologies. Incorporating these elements into the traceability 

system will ensure its suitability for the Kuwaiti halal food sector. 

 

By integrating the requirements and concerns of the stakeholders into the development process, 

the adoption of the traceability system is expected to increase significantly. Moving forward, 

we will expand our participant pool to include representatives from the government and other 

companies operating in the halal food sector. This broader analysis will enable us to further 

understand their specific requirements and subsequently model the traceability system for the 

Kuwaiti halal food ecosystem accordingly, ensuring a tailored solution that meets stakeholders' 

needs. 
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Abstract—The energy sector continues to face increased scrutiny due to climate change 

challenges emanating from the burning of fossil fuels, such as, coal, oil, and gas. These climate 

change challenges have motivated industry practitioners and researchers alike to gain an 

interest in the way businesses operate. This paper aimed to investigate and assess how small 

and medium-sized enterprises (SMEs) are reducing the impact of their operations, especially 

those within their supply chains, by assessing the sustainability practices they have adopted 

and implemented as well as the benefits, and challenges of adopting such practices. Data will 

be collected from SMEs operating across the downstream oil and gas sector in Nigeria using 

questionnaire surveys. To analyse the data, confirmatory factor analysis and regression analysis 

will be performed. This method is deemed more suitable and appropriate for testing predefined 

measurements of sustainable supply chain practices as contained in the extant literature. 

Preliminary observations indicate a consensus on the awareness of sustainability concept 

amongst the target participants. To the best of our knowledge, this paper is among the first to 

investigate the sustainability practices of SMEs operating in the Nigerian oil and gas sector and 

will therefore contribute to the sustainability and circular economic literature. 

 

Keywords—Small and medium-sized enterprises (SMEs), sustainability practices, supply 

chains (SC), sustainable supply chain management (SSCM), corporate sustainability, oil and 

gas, business performance. 
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Abstract— The paper addresses the problem of controller 

Design taking into account frequency design parameters (gain 

margin, phase margin, bandwidth, maximum compensator gain, 

maximum input plant, sensitivity bounds and tracking.) as well as 

time performances (minimum overshoot , smaller selling time and 

static error) [1]. This can be achieved by using quasi linear control 

2] where gain and poles are interrelated. The algorithm has been 

experimented on the control of a levitation system [3], and a drone. 

Simulations have also shown improved performance of a satellite 

dish controller,and arm of a hard disk as well on a MIMO system 

described by its frequency response. 

 

Keywords— LTI control, High gain feedback, Time and 

frequency performance, sensitivitty design. 
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Abstract— An innovative approach for controlling unstable and 

invertible systems has demonstrated superior performance compared 
to conventional controllers. It has been successfully applied to a 
levitation system and drone control. Simulations have yielded 
satisfactory performances when applied to a satellite antenna 
controller. This design method, based on sensitivity analysis, has also 
been extended to handle multivariable unstable and invertible systems 
that exhibit dominant diagonal characteristics at high frequencies, 
enabling decentralized control. 
Furthermore, this control method has been expanded to the realm of 
adaptive control. In this study, we introduce an alternative adaptive 
architecture that enhances both time and frequency performance, 
helpfully mitigating the effects of disturbances from the input plant and 
external disturbances affecting the output. To facilitate superior 
performance in both the time and frequency domains, we have 
developed a user-friendly interactive design methods using the 
GeoGebra platform. 
 
Keywords— Control theory, decentralized control, sensitivity 

theory, input-output stability theory, robust multivariable feedback 
control design. 

I. INTRODUCTION 

HE principle of quasi linear control was presented in the 
context of sensitivity minimization [1]. In a quasi linear 

controller, the gain and the poles of the compensator are 
interrelated. The principle can be illustrated by a Nichols chart: 
when the gain is increased, the pole is also increased in such a 
way that the critical point (0	��, 180°) is avoided. Doing so, 
stability with an acceptable gain margin is maintained. The 
advantages of high gain feedback are improved sensitivity and 
improved tracking. 

The design of the quasi linear controller has been formalized 
for the case of a second order system [2] allowing arbitrarily 
fast and robust tracking by feedback. The result has been 
extended to a transfer function of any order [3]. However, 
implementation of a quasi linear controller has shown that it 
applies perfectly only when the gain is increased unboundedly. 

To remedy to this problem the B control method [4,5], has 
been proposed. The gain to pole dependency is calibrated 
differently. It has been shown that for the same gain, B control 
offers better settling times while keeping the system stable. It 
has been tested for the control of the arm of a hard disk [6], the 
orientation of a satellite antenna [7], a levitation system [8] and 
the control of a drone [9,10] Simulations have also shown that 
integrating a B controller to a L1 adaptive controller results in 
a better settling time, as well as an improved attenuation of the 

 
Azeddine Ghodbane (email : azeddine.ghodbane@etsmtl.ca) and David 

Bensoussan (e-mail: david.bensoussan@etsmtl.ca) are within the École de 

effects of plant input and plant output perturbations on the 
feedback system output [11].  

Moreover, it has been shown that B control can be extended 
to multivariable unstable and invertible system and ensures 
decentralized control [12]. 

II. HEURISTIC PRESENTATION OF THE SISO B CONTROLLER  

The B compensator structure [1] is represented in Fig. 1.  

 

Fig. 1. Structure of the compensator C(s). 

 

Note that the closed loop transmission �	
� and the 
sensitivity �	
� are related to the output, the input and the error 
signal as follows: 

	
� � 	�	
��	
�, with	�	
� � �	
��	
��1 � �	
��	
����  (1) 

�	
� � �	
��	
�, with	�	
� � �1 � �	
��	
����     (2) 

�	
� � �	
� � 1                 (3) 
We will present the case where the plant P(s) is minimum 

phase, i.e. it is stable and invertible [13] and has the attenuation 
property, i.e. there exist constants � and � at a frequency high 
enough such that |�	���| � �

|�|  , for all |
| � �!           (4) 

 

Fig. 2. Modulus of the sensitivity in the SISO case. 
 

The design of the series compensator aims at havening 
sensitivity on a limited frequency range ω1 smaller than any 
positive constant " and the sensitivity norm is less than any 
constant #� greater than unity (Fig. 2). ‖	1 � �����‖% & #�,  #� � 1            (5) ‖	1 � �����‖'( & ",  0 & " & 1           (6) 

�	
� � ���	
�)�	
�)*	
� � ���	
� + ,(�-'(. + '/�-'/.
,
        (7) 
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0, 0�, �� and �2 are chosen according to the following 
criteria. for )2	
� � 1, keeping in mind that the addition of 
phase circuits in the mid frequencies allows to better tune the 
time response. 0 3 4                     (8) 

0� 3 max 82	,-�� 2⁄ �� +�-;; . , �� +#
��#
 .<        (9) 

�= � �� > ,(/
'(/+�� (#
.

/ ? 1@
� 2A

              (10) 

0 tan�� +'D'/. � tan�� +'D'(. & E
2             (11) 

�2 � max	�= , 
!�                  (12) 

III. THE QUASI LINEAR CONTROLLER 

Given the plant represented by rational functions of the 

complex variable 
 with the form �	
� � FG	��HG	�� and a 

compensator represented by �	
� � 0 FI	��HI	��, the closed loop is 

represented by: J	��
K	�� � �	
� � 0 FG	��FI	���	-	,HG	��HI	��                 (13) 

Let � represent the excess of poles over zeros of �	
� and L 
be a real number 	� ? 1�L & 1 & �L. MNO	0 � 0  large the closed loop transfer function is:  �,	
� � �Q,	
��R,	
�                (14) 

�Q,	
� � 	�-Q(�	�-Q/�…	�-QT�	�-QU(�	�-QU/�…	�-QUT� , ReXz�Z [ ⋯ [ ReXz]Z      (15)	
�R,	
� � ,	�- Û(�…	�- Û_� ,   �`XaU�Z [ ⋯ [ �`XaURZ       (16) 

It has been shown [2] that when 0 approaches infinity, the 
poles b̃� are approaching the zeros bd so that we can concentrate 
on �R,	
�, the poles of which take negative real values, the 
module of which becomes bigger as the gain increases, ensuring 
the stability and the fast response of the feedback system. 

The compensator takes the form: 

�,	
� � ,	�-Q(�	�-Q/�…	�-Q_e(�	�-f(,g�	�-f/,g�…	�-f_e(,g�            (17) 

Where the constants h� is given by: 0��	R���iaU� � �
f(...f_e( , aUd � hd0i, k � 	1          (18) 

As an example, for �	
� � �
�/, the linear compensator 	

�	
� � ,	�-��
	�-2� 	is modified to become gain dependent:  

�,	
� � ,	�-��	�-2,l.m� , � � 2, L � 0,6 ∈ 	�2 , ���         (19) 

Fig. 3 and Fig. 4 show how the stability the stability of the 
feedback system is maintained after the introduction of a quasi 
linear controller: as the gain increases, so does the pole aU� so 
that the Nichols chart keeps a secure distance from the critical 
point (0	��, 180°). 

 

Fig. 3: Nichols chart without using the quasi linear controller [3]. 

 

Fig. 4: Nichols chart using the quasi-linear controller [3]. 

IV. THE STABLE AND INVERTIBLE CASE 

We apply the B control to the design of the controller of a hard 
disk (Fig. 5). 

 

Fig. 5: B controller design of the control of the arm of a hard disk. 
 
The arm of a hard disk model is given by [14]: 

�	
� � p.q!�*r�!s
�/ ∏ �u,d	
�qdv�               (20) 

with:                                              

�u,�	
� � !.w�2�/-qxy.q�-�.q**r�!z
�/-*xw.2�-�.q**r�!z

                     

(21)                                                                                              

�u,2	
� � !.yx{p�/-wp2.2�-2.qw�r�!z
�/-y{w.��-2.qw�r�!z

                  
(22)                                                                                          

�u,*	
� � w.w�yr�!z
�/-�xyx�-w.w�yr�!z

                       
(23)                                                                                                 

�u,q	
� � 2.y*�r�!|
�/-2p�*�-2.y*�r�!|

                     
(24)                                                                                                        

�	
� � ���	
�)	
�                 (25) �	
��	
� � )	
� � )�	
�)2	
�)*	
�            (26) 0�)�	
� is the transfer function of a high gain filter having 
an fast time response. For example, )�	
� can have the 
following form: 

 )�	
� � 0� + '(�-'(.                  (27) 

The )2	
� compensator contains a set of lead/lag 
compensator elements operating in the intermediate frequency 
range. For example, )2	
� can have the following form: 
 )2	
� � ∏ �-Q}�-^}~dv�                   (28) 

)*	
� is the transfer function of a low-pass filter acting at a 
very high frequency so as to ensure that the controller �	
� 
remains strictly proper. It can have the general form:  )*	
� � �d,v� '/}�-'/} 					,					0 3 �             (29) 

Note that the choice of �2d could be reduced in various ways 
to improve the implementation, such as a reduction in energy 

� � ��� 

� � �� 

� � ���� 

�	���	�� 

X: Phase (degrees) Y: Magnitude 

(dB) 

�	���	�� 
� � ��� 

� � �� 

� � ��� 

X: Phase (degrees) Y: Magnitude (dB) 
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requirements. The compensator parameters [15] are given 
by	4 � 2, �� � 50, �� � 13 r 10q, a� � a2 � 50, b� � b2 �33, � � 0 � 6, 0� � 6223. �2� � �2 is a fraction of �=. 

Our design leads to the following results. Fig.6 shows the 
temporal performances when tuning �2. It allows the designer 
to study the effect of the increased bandwidth of the 
compensator. 

 

Fig. 6 Temporal response to a step input vs �2 [15]. 
 

Fig. 7 shows the temporal performances when tuning 0. 

 

Fig. 7: Temporal response to a step input vs the exponent 0 [15]. 
 

Applying the quasi linear compensator to a hard disk, the 
settling time is greater than the one that can be obtained with B 
control for the same compensator gain. However, improvement 
of the settling time of the quasi linear compensator can be 
obtained with a much greater and impracticable gain.  

The performances of B controller are compared to existing 
control methods in Table I. �# and �# represent the Gain 
Margin and the Phase margin, Ou and O� are the rise time and the 
settling time.  

TABLE I 
Control of the arm of the hard disk [6] 

Type of control �#		��� �#		°� Ou		
� O�		
� 

Proportional 11.9 12 0.0158 0.406 
PID 54.1 47.8 0.0156 0.0637 

State feedback 22.8 49 0.0219 0.0738 
Quasi Linear 89.8 91.3 4.39 5.95 

Present method 13.2 66 0.00019 0.00027 

 
Similarly, the control for positioning satellite antennas is 

handled. The model of the rigid satellite antenna presented in 
Figure 8 and modelled by the transfer function [7]: �	
� � �

�/-�.y2�-�.w                  (30) 

 

Fig. 8: Closed loop control of the orientation of a satellite [16]. 
 

To compare the B controller to the existing control methods, 
simulations for the velocity feedback and the position feedback 
are compared to those obtained by PID controllers and were 
published in the literature. 

The PID is defined as follows [7]: ���H	
� � 99.6827 � 0.03 �
�-w.{2!*? 903.9207. 
      (31) 

The parameters of the B controller follow: �� � 42, 	�2 �10750, 0� � 37, 	0 � 3. 
Fig. 9 and Fig. 10 present the improvements achieved for the 

step time response for the velocity feedback and the position 
feedback loops. 

 

Fig. 9: PID vs B controller for closed loop velocity control [7]. 

 
 

 

Fig. 10: PID vs B controller for closed loop position control [7]. 
 

Table II presents the time and frequency performances of 
these two controllers. 

TABLE II  
Control of a satellite antenna [7] 

Type of control 
Velocity feedback Position feedback 
PID B PID B �#		°� 46.7 70.3 147 63 �#		��� ∞ 14.9 ∞ 12 ��		%� 30 0.06 15.2 0.12 O� (s) 4 1.5 3.5 0.45 
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V. THE UNSTABLE AND INVERTIBLE CASE 

The unstable process can be decomposed into the product of 
its minimum-phase part ��	
� and its unstable part �2	
�, so 
that the process �	
� is represented by: �	
� � ��	
��2	
�                      
(32) 

A transfer function �	
� can be defined such that, for some 
value 
! : 

�	
� � 8 �	�-�l� < �2��	
��	
� � �	�-�l� ��	
�             (33) 

So that �	
� has the same behavior as �	
� at high 
frequency. ‖�	
��	
��� ? 1‖ & � & 1                         (34) 

Where � is a value less than unity. Note that �	
� is 
holomorphic by its design and that its inverse is 
holomorphically invertible in �`	
� 	3 	0. The controller �	
� 
is designed as follows: 

�	
� � ���	
�)	
� � +��. 	
 � 
!������	
�)	
�           (35) 

So that the loop gain is �	
��	
� � �	
����	
�)	
�. 
For example, we could choose: 

)	
� � )�	
�)2	
�)*	
� � ,('(	�-'(�∏ 	�-Qd�	�-^d�~dv� 8 '/		�-'/	�<
, 	     (36) 

 

Fig. 11:  Magnetic levitation system: Experimental setup. 
 

We apply the B control design to a levitation system which 
is open loop unstable (Fig. 11): 

�	
� � ��	
��2	
� � �y{�y.x	��*!.x��	�-*�.*q�	�-�{q.*{�       (37) 

with: 

��	
� � �y{�y.x	�-*�.*q�	�-�{q.*{�               (38) 

�2	
� � �	��*!.x��                  (39) 

�	
��	
� � �	
����	
�)	
� � �
� 	
 � 
!��)	
��2	
�     (40) 

which leads to 

�	
� � ?�5000 � 1000 	4 ? 1�2 �2 +1 � 
70. +1 � 
3. +1 � 
31.38. +1 � 
184.38.
+1 � 
100. +1 � 
0.019. +1 � 
3000.

 

(41) 
The index 4 is modified to increase the value of the gain. Fig. 

12 shows the time response using B controller. 

 

Fig. 12: Time response of B controller for different values of 4 [8]. 
 

Applying the proposed compensator with �2 � 3000 �h�/
, 0 � 3, 
! � 3, �� � 0.019, b� � 70, a� � 100 and ��� � ?6100: 

( ) 3

6100 1 1 1 1
3 70 31.3407 184.378

1 1 1
0.019 100 3000

s s s s

C s
s s s

    − + + + +    
    =

   + + +   
   

           (42)   

The simulation results using (42) lead to the following 
optimal values [8, 17]: Static gain of the compensator ��� �6100, Ou � 60�
, O� � 60�
, overshoot: �	% � 1.25%, �# � 4.92	��, and �# � 68.6°. 

For a sampling time of 10	�
, the digital compensator �	b� 
is: 

�	b� � ~�Q�-~�Q�-~/Q/-~(Q-~lQ -R�Q�-R�Q�-R/Q/-R(Q-Rl                     (43) 

�	b� � �*y.wQ�-qp.xqQ��w.*y2Q/��.�xwr�!emQ��.2xr�!e(|
Q ��.*p{Q�-!.*p{Q���.!**r�!e(�Q/-w.p��r�!e/sQ�*.!wr�!e�l     (44) 

The performances of time response using the B controller are 
compared to the PID controller. These controllers have been 
applied to the same experimental setup. Fig. 13 and Fig. 14 
illustrate this comparison. 

 

Fig. 13. PID control of a levitation system [17]. 
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Fig. 14. B control of a levitation system [17]. 
 

Fig. 15 shows the effects of the various Nyquist diagrams 
plotted with GeoGebra software for: 

)2	
� � +�- ¡¢(.+�- ¡¢/.+�- ¡£(.+�- ¡£/.
                 (45) 

with:   b� � 3.7, a� � 3.9, b2 � 8.5, a2 � 10.8 
 

 

Fig. 15: Nyquist diagram of )	
� [4]. 
 

In violet,	���	
�)	
�; in blue: the normalized gain curves 
of the compensator �	
�/�]f¤  and in brown: the modulus of 
the transmittance �	
�. 

Similarly, B control has been successfully applied to the 
control of a drone. 

VI. THE L1 ADAPTIVE CONTROL CASE 

The insertion of the low pass filter �	
� decouples the high 
frequency adaptation feedback from the feedback system loop. �	
� is usually a simple pole low pass filter. In Fig. 15, b is the 
output of the plant that takes into consideration the effects of 
input and output plant perturbation 4 and ¥. The plant input ¦ 
takes in consideration the plant input perturbation ¥. The 
adaptation feedback gain (the MIT gain) ¥§ � ¨

� amplifies the 

error signal ©U � b ? ©§. The input of the feedback system � is 
multiplied by a constant gain 0u. 

 

Fig. 16: Architecture L1 [18]. 
 

Application of Masson formula (Fig.16) leads to the 
following relations: 

( )
( )

1 1 1

1 1 1

( ) ( ) ( ) 1
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( ) ( ) ( ) ( ) 1 ( ) ( ) 1
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−  
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 (46) 

with: 

H«¬	s� � ®¯	�-°±	²�³	²��°	²��-°±	²�³	²�-´	²�³	²�	°	²��°±	²��	             (47) 

�¤µ	
� � 	�-¶	���T	���·	��¶	���T	����	���-�T	��¶	��-·	��¶	��	�	����T	���	          (48) 

�¤~	
� � �·	��¶	���	��
�-�T	��¶	��-·	��¶	��	�	����T	���          (49) 

For the particular case:  

�	
� � �]	
� � =
�-fT, Γ	
� � ¨

�  and ��	
� � 
2 � h]
 � ¹º,  
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(50) 

It is wise to study the stability of the loop »¼(¼/  (Fig. 16). 

»¼(¼/ � ¼(¼/ � ? ·	��	�-¶	���T	���e(¶	���	����·	��	�-¶	���T	���e(¶	���T	��          (51) 

which leads to: 

»¼(¼/ � ? ¨=·	��
�	�-fT�-=¨	��·	��� � ? ¨=·	��

�(	���¨=·	��       (52) 

One example of integration of B control and L1 adaptive 
control is the BL1 architecture (Fig. 17). 

 

Fig. 17: BL1 architecture [11]. 
 ��	
� is a serial B controller applied to the L1 adaptive 
system of Fig. 17. This scheme leads to the following relations: 
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�Q�	
� � �	��·½	���-�	��·½	��-·	��¶	��	�-¶	���T	���e(	�	����T	���      (53) 

�Qµ	
� � ��·	��	�-¶	���T	���e(¶	���T	���-�	��·½	��-·	��¶	��	�-¶	���T	���e(	�	����T	����	
�     (54) 

�Q~	
� � ��·	��	�-¶	���T	���e(¶	���T	���-�	��·½	��-·	��¶	��	�-¶	���T	���e(	�	����T	���	     (55) 

 
The gang of six of the system described in Fig. 17) is:  
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For the particular case: �	
� � �]	
� � =
�-fT , Γ	
� � ¨

� and ��	
� � 
2 � h]
 � ¹º, 

the new open loop gain is given by: 

)	
� � �¤u	
���	
� � 0u�1 � �]	
�¾	
���	
�1 � �]	
�¾	
� � �	
�¾	
���	
� ? �]	
�� 																																		� 0u�	
���	
�	            (57) 
Simulation of the plant output versus the feedback system 

input c , the plant perturbation input σ  and the plant output n  
respectively applied at times 0, 1 and 10 seconds. Fig. 18 shows 
the time response improvement of BL1 architecture over the L1 
architecture. 

 

Fig. 18: The effect of plant perturbations - L1 vs BL1 [11]. 

VII. CONCLUSION 

B control exhibits tangible advantages for the minimum 
phase case such as the control of a hard disk or a satellite 
antenna, for the unstable and invertible SISO case exemplified 
by the levitation experiment, as well as the MIMO unstable (but 
invertible) case [12]. It can also improve the L1 adaptive 
control. Time response improvements were obtained while 
maintaining appreciable gain and phase margins. 

Research on the B control method can be extended to time 
delay systems, internal model control, state space formulations 
and nonlinear systems.  
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Abstract— Non equilibrium plasmas are widely used 

technologies for surface treatment. Their physical properties allow 

high reactivity while keeping the gas temperature low. In fact, non-

equilibrium plasmas are characterized by a high electron temperature 

responsible for high reactivity and a low gas temperature allowing to 

treat temperature sensitive materials. The relatively low temperature 

of the gas is often not enough for dissociation reaction so molecular 

species from the composition of the gas prevails in the plasma. 

Therefore, this type of plasma can’t be described by a single 

temperature but different translational temperatures (the electron 

temperature and the heavy particles temperature) and internal 

temperatures (electronic excitation temperature for atoms, electronic 

excitation temperature, vibrational temperature and rotational 

temperature for molecules). In order to have a better understanding of 

the chemical reactivity of the plasma at a molecular level, this work 

is interested in the determination of the vibrational temperature since 

the reactivity of plasma is known in the literature to be highly 

affected by vibrational levels and the determination of the rotational 

temperature which is known to be relatively close to the gas 

temperature. The experimental setup works at atmospheric pressure 

and delivers a quasi-sinusoidal discharge in the frequency range of 80 

kHz to 200 kHz through a gas flow rate of 30 slm to 60 slm in order 

to generate a plasma plume. Optical Emission Spectroscopy is 

preferred as a non-intrusive method for the diagnostic of the plume. 

The analysis of the molecular spectra is performed using simulation 

 
 

with a code developed within the research team. The code  

is able to simulate diatomic molecular spectra of the nitrogen 

compound molecules and computes the lines of each molecular band 

present on the experimental spectra to allow comparison by fitting 

one spectra on its simulation. 

 

Keywords— Atmospheric plasma, non-equilibrium, optical 

emission spectroscopy, rotational temperature, spectra simulation, 

vibrational temperature. 
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Abstract— The assumption of plasma in local thermal 

equilibrium (LTE) is commonly used to perform electric arc 

simulations for industrial applications. This assumption allows to 

model the arc using a set of magneto-hydromagnetic equations that 

can be solved with a computational fluid dynamic code. However, the 

LTE description is only valid in the arc column, whereas in the 

regions close to the electrodes the plasma deviates from the LTE 

state. The importance of these near-electrode regions is non-trivial 

since they define the energy and current transfer between the arc and 

the electrodes. Therefore, any accurate modelling of the arc must 

include a good description of the arc-electrode phenomena. 

 

Due to the modelling complexity and computational cost of solving 

the near-electrode layers, a simplified description of the arc-electrode 

interaction was developed in a previous work to study a steady high-

pressure arc discharge, where the near-electrode regions are 

introduced at the interface between arc and electrode as boundary 

conditions. The present work proposes a similar approach to simulate 

the arc ignition in a free-burning arc configuration following an LTE 

description of the plasma. To obtain the transient evolution of the arc 

characteristics, appropriate boundary conditions for both the near-

cathode and the near-anode regions are used based on recent 

publications. The arc-cathode interaction is modeled using a non-

linear surface heating approach considering the secondary electron 

emission. On the other hand, the interaction between the arc and the 

anode is taken into account by means of the heating voltage 

approach. 

 

From the numerical modelling, three main stages can be identified 

during the arc ignition. Initially, a glow discharge is observed, where 

the cold non-thermionic cathode is uniformly heated at its surface and 

the near-cathode voltage drop is in the order of a few hundred volts. 

Next, a spot with high temperature is formed at the cathode tip 

followed by a sudden decrease of the near-cathode voltage drop, 

marking the glow-to-arc discharge transition. During this stage, the 

LTE plasma also presents an important increase of the temperature in 

the region adjacent to the hot spot. Finally, the near-cathode voltage 

drop stabilizes at a few volts and both the electrode and plasma 

temperatures reach the steady solution. The results after some 

seconds are similar to those presented for thermionic cathodes. 
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Abstract— The goal of an alternative current (AC) switching 

device is to allow the arc (created during the opening phase of the 

contacts) to extinguish at the current zero. The plasma temperature rate 

of cooling down, the electrical characteristic of the arc (current – 

voltage) and the rise rate of the Transient Recovery Voltage (TRV) are 

critical parameters which influence the performance of a switching 

device. 

To simulate the thermal extinction of the arc and to obtain 

qualitative data on the processes responsible of this phenomenon, a 1D 

MHD fluid model in the air was developed and coupled to an external 

electric circuit.  

After thermal extinction, the dielectric strength of the hot air (< 

4kK) was then estimated by the Bolsig+ software and the critical 

electric fields method with the temperature obtained by the MHD 

simulation. The influence of copper Cu and silver Ag vapors was 

investigated on the thermal and dielectric part of the simulation with 

various current form (100A to 1kA). 

Finally, those values of dielectric strength have been compared to 

the experimental values obtained in the case of two separating silver 

contacts. The preliminary results seem to indicate the dielectric 

strength after multiples hundreds of microseconds is the same order of 

magnitude as experimentally found. 

 

Keywords— MHD simulation, dielectric recovery, Bolsig+, silver 

vapors, copper vapors, breakers, electric arc 
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Abstract— A new lemma of the Optical Equivalence Theorem 

is stated: the new definitions of oprators, of denisty matrix and of 

states are provided with. Applications are calculated within the 

framework of opto-mechanical systems, spectroscopy, 

interferometry, metrology, Markocc processes, jump processes 

between states, protein folding, metrologies, noises. 

Implementations are given of non-Herminitian systems, of which 

alternative investigation guidelines with respect to the Quantum 

Fisher Information (QFI) techniques follow. 

 

Keywords— optics, opto-mechanical systems, spectroscopy, 

interferometry, metrology, non-Hermitian systems, Quantum Fisher 

Information. 
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Abstract—This research explores the current physical conditions 

of motorcycle taxi stands located near the BTS stations in the central 

business district (CBD) and the comfort conditions of motorcycle taxi 

drivers. The criteria set up for physical stand survey and assessment 

are the integration of multimodal access design guidelines. After the 

survey, stands that share similar characteristics are classified into a 

series of typologies. Based on the environmental comfort model, 

questionnaires and in-depth interviews are conducted to evaluate the 

comfort levels of drivers including physical, functional, and 

psychological comfort. The results indicate that there are a number of 

motorcycle taxi stands that are not up to standard and are not conducive 

to the work-related activities of drivers. The study concludes by 

recommending public policy for integrated paratransit stops that 

support the multimodal transportation and seamless mobility concepts 

within the specific context of Bangkok as well as promote the quality 

of work life of motorcycle taxi drivers. 

 

Keywords—Motorcycle taxi, paratransit stops, environmental 

comfort, quality of work life  

I. INTRODUCTION 

N recent years, Bangkok has developed the Bangkok Mass 

Transit System (BTS) covering most of area in the inner 

Bangkok along trunk roads. Motorcycle taxis have gained 

popularity among commuters, particularly in the core central 

business district (CBD), where there is a significant demand for 

feeder modes to serve the first and last-mile from the rail transit 

station to the workplace. This demand is evident through the 

presence of motorcycle taxi stands, known as "Sûm-win" in 

Thai, which are located and operated near BTS stations. 

However, unlike other transit stops, these stands are established 

without standardized design, regulatory control, and 

responsible agency causing not only spatial conflicts with other 

public transit passengers and pedestrians but also unsupportive 

working conditions to drivers who regularly wait for customers 

and take a rest at the stands. 

Existing research on Bangkok's motorcycle taxis primarily 

focuses on their economic aspects and social contributions. 

Ratanawaraha and Chalermpong examine the market of 

Bangkok motorcycle taxi services, investigating economic rent, 

rent-seeking activities, and their influence on fares [1]. 

Kulpanich analyzes locational and management factors 

affecting fares charged by motorcycle taxis along the BTS route 

[2]. Sirijintana Sirijintana explores the role of motorcycle taxis 
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as contributors to neighborhood surveillance, referred to as 

"eyes on the street," with implications for crime prevention [3]. 

Pannoi studies the potential of motorcycle taxi drivers in being 

community reporters, facilitating public space improvement in 

Bangkok [4].  Ibrahim and Amiel describe how waiting together 

within the motorcycle taxi stand fosters solidarity, social bond, 

and collective practices among drivers which generate social 

security and welfare [5].  

Scholars have also examined the quality of work life for 

motorcycle taxi drivers, considering aspects such as health and 

work behavior. De Conto, Gerges, and Gonçalves focus on the 

hearing characteristics and noise exposure risk for motorcycle 

taxi drivers in a Brazilian city [6]. Chuenban Chuenban, 

Visutsiri, and Banhansupawa explore health behavior factors 

among motorcycle taxi drivers in a district of Bangkok [7]. 

Arphorn, Ishimaru, Hara, and Mahasandana investigate the 

association between PM10 exposure and lung function decline 

among motorcycle taxi drivers in Bangkok [8]. However, no 

research has specifically studied motorcycle taxi stands as 

transit stops or workspaces for drivers, nor the effects of these 

stands on drivers. 

This paper aims to explore the current physical conditions 

and characteristics of motorcycle taxi stands located near BTS 

stations in Bangkok's CBD, as well as the comfort conditions 

experienced by drivers. The study begins by presenting the 

concepts of multimodal transportation and seamless mobility, 

along with relevant standards and design guidelines for transit 

stops that support these concepts. The following section 

provides an overview of motorcycle taxi services and the 

establishment of motorcycle taxi stands in Bangkok. 

Subsequently, the methodologies employed for data collection 

and analysis are presented, followed by survey and assessment 

results linking driver comfort to stand characteristics. Finally, 

the paper concludes with policy recommendations based on the 

research findings. 

II. THE CONCEPTS OF MULTIMODAL TRANSPORTATION AND 

SEAMLESS MOBILITY 

Multimodal transport involves using different modes of 

transportation within a transportation system to move people 

or goods. It encompasses various modal options, 

infrastructure, services, and coordination to enhance 
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mobility, access, and safety for urban travelers. By providing 

connections and choices for all users, including motorists, 

pedestrians, cyclists, and transit riders, multimodal transport 

promotes public transportation usage, balanced 

transportation modes, and optimal network capacity [9]. 

Seamless mobility is a key characteristic of a multimodal 

transport system, ensuring smooth transfers and enhancing 

public transportation usage [10]. At the macro-scale, 

integration of various transport modes, multimodal transit 

nodes, and convenient payment and scheduling systems are 

crucial. At the micro-scale, physical conditions of transfer 

nodes and pathways, accessibility to each mode, and 

facilities within transit stations play a significant role.  

There are four for assessing seamless mobility at the 

micro-scale: integration of transport modes within transit 

stations, ease and comfort of transfer pathways, minimized 

transit distance and time, and provision of convenient 

facilities. These factors contribute to a pleasant and efficient 

transit experience, promoting public transport usage and 

reducing reliance on private automobiles. 

III. DESIGN GUIDELINES FOR ON-STREET TRANSIT STOPS 

Several public transport agencies have established transit 

stop standards and design guidelines that align with the 

principles of multimodal transportation and seamless mobility. 

The American Public Transport Association (APTA) has 

developed guidelines for on-street transit stop design, aiming to 

enhance access to and from transit and improve the overall 

passenger experience [11]. These guidelines support transit 

agencies and communities in achieving access improvements 

within the multimodal transport system, leading to increased 

public transportation ridership, safety, pedestrian opportunities, 

development value, and balanced transportation modes. 

The San Francisco Bay Area Rapid Transit District (BART) 

has released the Multimodal Access Design Guidelines 

(MADG) to support sustainable communities and enhance 

connections between people, places, and services [12]. By 

recognizing that all transportation users eventually become 

pedestrians, the MADG sets access standards to facilitate safe, 

comfortable, affordable, and efficient travel to and from transit 

stations. The MADG provides detailed design requirements and 

measurements for multimodal transit station components. 

The Delaware Valley Regional Planning Commission 

(DVRPC), a designated metropolitan planning organization, 

has published transit planning principles and design guidelines 

to promote an equitable and sustainable region [13]. These 

guidelines, including the SEPTA bus stop design report, aim to 

increase mobility choices and integrate land use with various 

transport modes. The report provides collective guidelines for 

designing surface transit stops, offering guidance on stop 

placement, in-street design, curbside design, and stop elements. 

These components improve the connection between transit 

stops and neighborhoods, enhancing the waiting experience for 

passengers. 

WeGo Public Transit (WeGo) has been serving the Nashville 

metropolitan area with public transportation services since 

1973, offerings include fixed-route buses, paratransit services, 

and downtown circulators. WeGo has published a manual that 

provides guidelines for designing transit facilities and 

amenities, ensuring compliance with Americans with 

Disabilities Act (ADA) standards [14]. The manual aims to 

create consistent and well-designed transit facilities and can 

serve as a template for transportation planning in various 

locations. The following are selected guidelines for transit stop 

design as well as the various amenities incorporated to enhance 

comfort and efficiency for transit riders (see Table I). 

 
TABLE I 

STANDARDS AND GUIDELINES FOR ON-STREET TRANSIT STOPS 

Component APTA BART DVRPC WeGo 

   Frontage Zone: The space in 

front of a building, not utilized 

by pedestrians or included in 
the clear zone. 

Pedestrian Clear Zone: 

Pathway accommodating 
pedestrian activity and 

contextual considerations. 

Buffer Zone: Transitional area 
between the clear zone and the 

street, including edge and street 

furniture. 
 

 

Frontage Zone: A section of 

the sidewalk extending from 

the building, including the 
building facade and adjacent 

space. 

Clear Path of Travel: 
Unobstructed pathway for 

pedestrians, also known as 

accessible paths 
Furniture Zone: Sidewalk 

area between the curb and 

clear path of travel, housing 
street furniture, plantings, 

and amenities 

 

Loading Area: A designated 

space for safe passenger 

loading 
Waiting Area: An area adjacent 

to the loading area, sized to 

accommodate expected 
passenger volumes 

Accessible Pedestrian Path: A 

clear path for pedestrian access 
to the stop areas. 

 

 

Boarding Areas: Designated 

areas allowing safe and 

convenient passenger ingress 
and egress at all vehicle 

doors. 

Accessible Routes: Clearly 
defined paths connecting the 

accessible landing pad to 

pedestrian paths. 
Clear Space: Adequate space 

around stop features such as 

shelters and seats to enable 
safe pedestrian movement. 

 

Stop location Far-side Stop: Stops located 

immediately after passing 

through an intersection. 
Near-side Stop: Stops situated 

immediately prior to an 

intersection. 
Midblock Stop: Stops 

positioned within the block. 

 

N/A Far-side Stop: Placement of 

stops after passing through the 

intersection. 
Near-side Stop: Placement of 

stops before the intersection. 

Midblock Stop: Stops located in 
the middle of a block. 

 

N/A 

Stop shelter Locate shelters at the end of the 

transit stop for visibility 

Ensure a 5 ft (1.5 m) 

sidewalk clear zone around 

the shelter structure and 

Constructed with durable 

materials for long-term use 

Weather protection 

Provide a 5 ft (1.5 m) buffer 

behind shelters 
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Maintain a 2 ft (0.6 m) set back 

from the curb for shelter panels 

Ensure a minimum clearance of 

7.5 ft (2.3 m) between roof and 

sidewalk surface 

Weather protection 
Emphasize visibility and 

sightlines in shelter design, 

using transparent or semi-
transparent materials 

 

parallel placement to the 

curbside 

Maintain a 6 ft (1.8 m) clear 

path of travel zone around 

the shelter structure 

Maximize canopy area while 
keeping the shelter structure 

compact to avoid hindering 

pedestrian traffic 

Roofed and enclosed on two 

sides for weather protection 

Oriented towards pedestrian 

path but shielded from weather 

Use clear materials for 

visibility of approaching buses 
Preferred height of 8 ft (2.7 m) 

Enhance visibility and 

vandal-resistance with 

transparent panels or steel 

mesh. 

Consider existing facilities 

for shelter location and 
passenger security. 

Use a two-pole support 

system for canopies to 
address site restrictions 

 

Signage Clearly indicate transit service 
presence and be identifiable 

from a distance 
Utilize standard symbols and 

lettering for identification, 

considering the overall 

aesthetic and surroundings 
 

Coordinate signs with 
lighting by using low-glare 

materials and illuminate 

signs 

Clearly marked stop with two-
sided sign on its own pole 

Distinct signage ensures riders 

are at the correct location 
 

 

Consistent color, style, 
visible and legible character 

size and spacing 

Vandalism prevention, easy 
maintenance, and 

replacement. 

 

Service information Contacts of transit agency 

Name or identification of stop 

Service routes or system map 

Destination of routes 

Fare information 
Schedule or frequency of 

service including first and last 

service time of the day 
 

N/A Stop identification 

Destination 

fare information 

Maps 

Local wayfinding 
Customer service contact 

Real-time information displays 

providing arrival times, 
weather, schedules, and ads 

 

Stop identification 

Destination 

Bus numbers 

Schedules and timetables 

 

Seating Install benches for passenger 

comfort and visibility without 
obstructing clear zones 

N/A Made of durable, vandal-

resistant material 
Minimum length of 6.5 ft (2 m) 

or three seats 

Alternative seating options like 
leaning rails or masonry walls 

can be considered 

 

Place benches within shelters 

or near natural cover for 
comfort and protection 

Back-supported benches in 

shelters, not fixed back 
Use durable and comfortable 

materials to encourage use 

Consider ambient lighting 
for safety and visibility 

 

Lighting Install lights in shelters if 

sufficient street lighting is 

available 

 

N/A Illuminating stops enhances 

security and defines the waiting 

area, Recommended lighting 

levels range from 1.3 to 2.6 
foot candles (13 to 26 lux) 

Utilize nearby streetlights for 

illumination 
LED lighting is recommended. 

Consider context and 

existing lighting before 

adding new fixtures 

Orient light fixtures 
downward to reduce light 

pollution 

Ensure a smooth transition 
from darkness to light in 

sheltered areas 

 

Trash receptacle Secure the receptacle to the 

ground to prevent movement 

Maintain a minimum 3 ft (1.5 
m) spacing from other street 

furniture 

Place the receptacle at least 2 ft 
(0.6 m) from the curb 

Use leak-proof materials to 

prevent fluid leakage 

N/A Install trash receptacles at high-

ridership stops 

Avoid placing receptacles in 
loading areas, pedestrian 

pathways, and direct access 

routes between waiting and 
loading areas. 

Place next to benches or 

shelters, anchored to prevent 

tipping 
Maintain clearance from 

driveways and neighboring 

land uses 
Include lids for security and 

containment 

Use durable materials like 

stainless steel or aluminum 

 

Integrated 

advertisement 

N/A N/A N/A Adheres to state and local 

requirements 
Blends seamlessly with the 

surrounding environment 
Blends seamlessly with the 

surrounding environment 

 

Other amenities Landscaping 
Street furniture 

Kiosks 

Wayfinding 
Benches 

Paratransit loading 

Public art Public art and placemaking 
Employee restrooms 

Wi-Fi 
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IV. THE CONCEPT OF ENVIRONMENTAL COMFORT 

The quality of work life (QWL) is part of the quality of life 

which is affected by the job itself and work-related experience. 

The idea of QWL has gradually evolved and encompassed 

broader aspects of working life since the early twentieth 

century. From the eight criteria of QWL suggested by Walton, 

Safe and healthy working conditions have been identified as a 

fundamental aspect of QWL, impacting employee well-being 

and productivity [15].  

The growing awareness of safe and healthy workplaces is 

reflected in many studies on the effects of the physical 

environment of work on workers and key component of 

effective workspaces. To organize the growing knowledge in 

this area of study into a comprehensive framework, Vischer 

proposes the concept of environmental comfort [16]. Comfort 

arose from the awareness that people require more than a 

healthy and safe building in which to work; they require the 

environmental support for the activities they are there to 

perform. It is associated with the psychological aspect of users’ 

environmental satisfaction and perception. Environmental 

comfort comprises three hierarchically related categories: 

physical, functional, and psychological comfort (see Fig. 1). 

 

 

Fig. 1 Environmental comfort model 

 

Physical comfort is at the base of environmental comfort 

model, establishing the habitability of a workplace. It includes 

safety, hygiene, and accessibility, ensuring that workers are not 

subjected to excessive stress caused by extreme environmental 

conditions. Factors such as temperature, noise, odor, and air 

quality are considered in creating a physically comfortable 

environment. If a building fails to meet physical comfort 

requirements, it is unlikely to be deemed acceptable in other 

aspects. Achieving physical comfort involves adhering to 

building codes, occupational safety regulations, and 

architectural design standards, which govern construction 

quality and provide essential building services such as 

elevators, bathrooms, parking, cleaning, and maintenance. 

Functional comfort, situated at the intermediate level of the 

comfort model, addresses the need for workspace support to 

facilitate task performance. A supportive work environment 

allows workers to conserve energy and attention for their 

specific tasks, leading to improved job performance and 

productivity. Conversely, an unsupportive environment drains 

energy and impairs concentration. Chronic environmental 

obstacles, such as poor lighting, uncomfortable furniture, and 

distracting layouts, can result in fatigue, stress, and health 

issues for employees. User feedback is vital in assessing 

functional comfort and designing more supportive workspaces, 

considering individual work requirements, job roles, and 

subjective perspectives. This feedback helps identify 

ergonomic elements that enhance both individual and 

collaborative work experiences. 

Psychological comfort, situated at the summit of the comfort 

model, is influenced by environmental psychology and the 

psychosocial aspects of territoriality, privacy, and control. 

Territoriality involves a sense of ownership and belonging, both 

individually and as a group. Privacy refers to freedom from 

public attention or disturbance, while control relates to the 

ability to adjust workspace features and participate in decision-

making. Increased privacy and environmental control have 

been associated with positive psychological effects on workers, 

including higher job satisfaction and creative problem-solving. 

Personalization of the workspace through personal objects and 

decorations also contributes to a sense of territoriality and 

belonging. Measuring psychological comfort involves 

assessing personalization, defining territory, satisfaction 

ratings, and interviews with occupants. In addition, the level of 

involvement in workspace design decisions can reflect one's 

ability to control the environment and predict the level of 

psychological comfort experienced. 

V. AN OVERVIEW OF BANGKOK MOTORCYCLE TAXIS 

A. Background of the Motorcycle Taxi Service 

In the 1980s, the first Bangkok motorcycle taxi service 

emerged in the Ngam Du Phli alley. At that time, there were 

several high-density communities located inside the deep 

alleys, namely Soi in Thai, and lacked access to public 

transportation. Low-income residents helped each other by 

using their own motorcycles to transport neighbors. This led to 

the formation of a motorcycle taxi service with set fares and 

rules. The success of this service inspired the establishment of 

similar stands in other areas of Bangkok [17].  

The proliferation of motorcycle taxi groups can be attributed 

to three factors. Firstly, Bangkok urban fabric, characterized by 

narrow alleys and a lack of effective urban planning, created a 

need for alternative transportation options. Secondly, the 

government's inability to provide adequate public transport 

services and the rise of private vehicles contributed to traffic 

congestion, making motorcycles a preferred mode of transport. 

Lastly, the growing population and demand for jobs in Bangkok 

led to motorcycle taxi services becoming a source of income 

and employment, particularly for unskilled laborers and 

provincial migrants. The ease of job market entry, higher 

wages, and self-employment opportunities were attractive 

factors for individuals engaging in motorcycle taxi services. 

B. Organization of Motorcycle Taxi Services 

Motorcycle taxi services in Bangkok, known as "Win," are 

organized and managed by members within groups. Each win 

operates within specific service routes and areas to avoid 

conflicts with other Wins. 
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The organizational structure typically includes Win leaders, 

Win committee members, and in members (operators). Win 

leaders are chosen by Win members and oversee various 

responsibilities such as obtaining permission to establish a Win, 

organizing the service, and representing the group in external 

affairs. Win committee members assist the leader in decision-

making and may provide financial assistance to members. Win 

members are registered motorcycle taxi drivers [1]. 

C. Establishment of Motorcycle Taxi Stands 

Motorcycle taxi stands distinguish themselves from other 

transit stops as drivers are required to wait at specific stands 

instead of picking up passengers along the service routes. 

Moreover, unlike other transit stops designated by government 

or private entities, stand locations are primarily chosen by the 

operators themselves. The process of establishing a motorcycle 

taxi stand involves several steps and interactions with 

government officials. To apply for certification of a new stand, 

representatives from the Win submit various documents to the 

sub-committee of the Bangkok Metropolitan Administration 

(BMA) district where the stand will be located. These 

documents include a map and photos of the stand location, 

consent letters from property owners, proof of land ownership, 

driver and vehicle information, route details, and fares. The 

sub-committee verifies the documents and presents them to the 

board for approval. Once approved, an announcement 

displaying the list of drivers and the detail of new stand is 

posted at the district office and the responsible transport office. 

Representatives are tasked with supervising their group, 

ensuring compliance with the regulations of the Department of 

Land Transport (DLT) and BMA. This includes the prescribed 

Win signage and maintaining cleanliness and orderliness at the 

stand [18]. 

VI. METHODOLOGY 

A. Scope of Study Area and Sampling Methods 

The scope of the study area was the core CBD of Bangkok, 

comprising the Ratchathewi, Pathumwan, Bang Rak, and 

Sathorn districts. Within this area, there were 13 BTS stations 

along the Silom and Sukhumvit lines, including 5 stations in 

Bang Rak and Sathorn districts, 5 stations in Pathumwan 

district, and 3 stations in Ratchathewi district. 

The research targeted registered motorcycle taxi stands 

located within a maximum distance of 200 meters from the BTS 

access points (stairs, escalators, or elevators). This distance 

aligns with the commonly accepted walking distance for 

convenient pick-up points or transit stops. The number of 

motorcycle taxi stands varied across locations, with some 

stations having more than four stands nearby and others having 

very few. To ensure a representative sample, at least one stand 

was selected from each station. 

Convenience sampling was employed to gather data on the 

comfort and opinions of motorcycle taxi drivers regarding the 

stands. Samples were selected based on availability and 

consent, without limitations on age, sex, education level, or 

years of experience. At least two members from each stand 

were chosen to represent the stand users in the survey 

questionnaires and in-depth interviews. 

 

B. Data Collection 

Data collection for physical condition of motorcycle taxi 

stands involved two methods: 

1) Spatial mapping was utilized to demonstrate the 

distribution of stands near each BTS station. 

2) Observation was conducted on-site, capturing videos and 

photos of the characteristics and spatial relationships of 

each stand with its surroundings. Alongside observation, 

survey checklists were employed to evaluate the location, 

physical form, and features of the stands. 

Regarding the comfort conditions of motorcycle taxi drivers, 

data collection encompassed three methods: 

1) Observations were made during peak and off-peak hours to 

study their working behavior, space utilization, activities, 

and social interactions at the stands. 

2) Surveys employed questionnaires with Likert scales, 

multiple-choice questions, and completion questions to 

gather information on stand-related details, space 

utilization, activities, emotions, and perspectives. 

3) In-depth interviews were conducted, employing open-

ended questions to gain insights into the establishment, 

improvement, current issues, opinions, suggestions, and 

daily experiences at the stands. 

C. Data Processing 

The collected data on the physical conditions of motorcycle 

taxi stands were analyzed and categorized based on their shared 

characteristics and features. Subsequently, a comparison was 

made between the surveyed stands and the standards and 

guidelines for transit stops to evaluate their physical conditions. 

The comfort conditions of the drivers were assessed using a 

descriptive approach based on the environmental comfort 

model. Comfort scores were calculated from a 5-point scale and 

subjected to analysis. T-test and Chi-square analysis were 

utilized to investigate significant differences among stand types 

and the relationship between stand characteristics and the 

physical and psychological comfort of the drivers. 

VII. PHYSICAL CONDITIONS OF MOTORCYCLE TAXI STANDS 

A. General Information on Surveyed Stands 

Within the study area, there were 25 motorcycle taxi stands 

registered near BTS stations along the main roads. These stands 

consisted of 22 small groups, encompassing less than 30 

drivers, and 3 medium-sized groups with 31-70 drivers. On 

average, each stand had 18 members. However, members of the 

medium-sized groups reported a lower number of regular 

drivers in practice than those officially registered. 

Most motorcycle taxis have been operating for more than a 

decade, ranging from 8-10 years to 30-40 years. Newer 

motorcycle taxi stands strategically chose locations near BTS 

stations to cater to the high demand for short-distance travel. 

The key tag system is widely used as the primary method for 

managing motorcycle taxi queues. Most stands adopt this 

system, while only a small number of eight stands simply 

implement a turnover queuing system that prioritizes riders 

based on their arrival order.  
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B. Location 

The majority of motorcycle taxi stands were strategically 

located in the middle of blocks near BTS stations, serving as 

feeder services, while far-side stands and near-side stands were 

least prevalent. The strategic positioning of motorcycle taxi 

stands on sidewalks was predominantly at the corner, which 

allows for convenient connections between main roads and side 

streets, as well as easy access for motorcycles entering and 

exiting. Among the stands, 64% were located at the corner of 

building entrances, 16% on the curbside pathway, 12% at alley 

entrances, and 8% at road corners. 

C. Stand Typology 

All identified motorcycle taxi stands lacked fixed and 

permanent structures. Their form was determined by the 

physical surroundings, with operators utilizing the built and 

natural environment to define boundaries and provide shade. 

These stands could be categorized based on common physical 

characteristics, such as space utilization and the incorporation 

of elements that shape their form and space. The typologies 

include BTS-attached stands, tree-reliant stands, and canopy-

based stands (see Fig. 2). 

 

 

 
Fig. 2 Distribution of motorcycle taxi stands near BTS stations in the CBD of Bangkok by typology 
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Fig. 3 BTS-attached stands 

 

1) BTS-attached Stands 

These stands rely on the elements of BTS structures, such as 

staircases, support pillars, and skywalks, to determine their 

location and form (see Fig. 3). They are typically found in areas 

with sidewalks wide enough to accommodate BTS structures. 

The stands have a linear layout parallel to the road, 

approximately 2 meters wide and 6 to 12 meters long. The space 

includes parking and waiting areas within the buffer zone. The 

drivers typically park their vehicles perpendicular to the road 

and enter or exit at the sidewalk corner. The waiting area is 

usually situated at one end of the space. The boundaries of the 

stand are defined by the structure's profile and the curbside 

edge. Some stands have yellow lines marked on the pavement 

by the BMA to delineate the permitted parking area. The BTS 

stairs provide shade and shape the overhead plane of the stand. 

Observations reveal various activities occurring under the stairs 

and around support pillars during extended waiting periods, 

with additional furniture and equipment serving as amenities. 

The stand type can be categorized into three sub-groups: A, 

B, and C. Type A features convenient parking near the sidewalk 

corner, Type B requires motorcycles to pass through the 

pedestrian zone to access the road, and Type C is preferred due 

to unobstructed sight lines, minimizing accident risks when 

accessing the road. 

 

2) Tree-reliant Stands 

This stand typology relies on street plantings like trees or 

creeper pergolas for shade and stand location (see Fig. 4). These 

stands are positioned away from BTS structures, typically 4 m 

or more from the nearest tree. They are found on wider 

sidewalks lined with street trees. The layout follows a linear 

pattern parallel to the road in the buffer zone of the sidewalk, 

with a width of about 2 meters and a length of 6 to 12 meters. 

Motorcycles are parked perpendicular to the road, sometimes in 

roadside or bus bay areas. Waiting areas are clustered under 

trees or within the shade of vegetation. Stand boundaries are 

defined by trees, curbs, and other street elements such as post 

boxes, lighting poles, and electrical cabinets. 

This typology can be further categorized into three sub-

groups: Type A, B, and C. Type A stands have a defined 

boundary, with the sidewalk's corner and a tree marking the 

space. Type B stands are located near the BTS stairway, 

expanding from the tree towards the structure. Type C stands 

feature a station-like waiting area with self-made benches and 

patio umbrellas for shad 

 

3) Canopy-based Stands 

This typology of stands is characterized by their reliance on 

building canopies for shade and their utilization of various 

building components (see Fig. 5). They are typically located on 

sidewalks with a minimum width of 2 m and have parking 

spaces either in the buffer zone or on the roadside. The waiting 

area is in the frontage zone, where drivers often use steps, 

edges, or low walls as seating options. In cases where the 

waiting area is adjacent to a fence, drivers may move their seats 

closer and use it as a leaning position or for hanging belongings. 

However, the use of the area in front of the building for waiting 

depends on the owner's permission, resulting in a more flexible 

and ambiguous boundary compared to other stand typologies. 

This group is divided into three categories: Type A has 

parking on the sidewalk within designated yellow lines, Type B 

parks on the roadside or in bus bays, and Types A and B wait 

under building canopies. Type C stands face restrictions from 

building owners, resulting in a scattered waiting area. Drivers 

in Type C may occasionally sit on building steps or stay on their 

motorcycles. 
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Fig. 4 Tree-reliant stands 

 

 

Fig. 5 Canopy-based stands 

 

D. Features and Element 

The majority of physical amenities and items found within 

the motorcycle taxi stands were supplied by the members 

themselves, with only a limited number of objects being 

obtained through donations from private companies. Various 

factors that influence the presence of features and elements in 

the stands included agreement among the group, site conditions, 

surrounding land use, and the permission of the BMA and the 

property owner. The surveyed motorcycle taxi stands exhibited 

the following common features and elements. 

 

1) Fare Rate Sign 

All motorcycle taxi Wins displayed fare rate signs in 

compliance with BMA and DLT regulations. These signs 

followed standardized formatting guidelines specified by the 

DLT and were large vinyl signs measuring 1 m ´ 1.5 m. They 

included the Win name, fare rates, location, operational advice, 

and contact number of related agencies. Driver members 

printed and installed the signs themselves, often attaching them 

to nearby physical features like BTS pillars, fences, walls, or 

trees. Some groups created frames and foundations using 

accessible materials. While most signs were in good condition, 

a few showed signs of wear with faded or missing text. 
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2) Seating 

Most surveyed stands had seating arrangements provided or 

made by driver members themselves. Plastic chairs measuring 

46 cm ´ 51 cm ´ 81 cm and handmade wooden benches were 

commonly found. Some stands even had unique seats such as 

office chairs, deck chairs, foldable chairs, or sofas. The 

distribution of chairs varied among stand types, with BTS-

attached and Tree-reliant stands having more chairs, while 

canopy-based stands hade few or none. In some cases, drivers 

used public benches as alternative seating. 

 

3) Lighting 

The findings indicated that most stands had insufficient 

lighting infrastructure, relying mainly on streetlights for 

illumination. However, stands situated beneath BTS structures 

benefited from the lights installed beneath the stations, which 

effectively illuminate their stands. Additionally, several 

motorcycle taxi stands depended on lighting provided by 

nearby shops, buildings, and prominent landmarks. 

 

4) Trash Receptacle 

Most Wins had a garbage bag present in their stand areas, 

typically in the form of a large plastic bag. However, driver 

members claimed that these bags were intended solely for the 

shared use of their group members. In cases where stands did 

not have designated trash bags, drivers gathered their waste for 

proper disposal in nearby public trash bins or handed it over to 

the cleaning staff of the BTS SkyTrain or nearby shops. 

 

5) Integrated Advertisement 

Notably, motorcycle taxi stands exhibited a unique means to 

incorporate advertisements and help promote neighboring 

services. Various features within the stands served as a platform 

for print media advertising, such as the premium umbrellas with 

a brand logo derived from a camera company. This advertising 

practice was also witnessed in stands featuring fare rate signs 

that display beverage ads, shop flyers, or stickers with phone 

numbers for various services, creating a public relations area-

like atmosphere. Furthermore, drivers were found to be a target 

group for direct product promotion, as evidenced by the 

provision of product samples and the presence of lucky draw 

boxes sponsored by beverage companies at the stands. 

 

6) Other amenities and elements 

The stands featured a mix of shared items and personal 

belongings, displaying varying quantities and types. Shared 

items included water cooler boxes, radio, brooms, mats, and 

back cushions, while personal belongings consisted of food 

delivery bags, water bottles, and products brought by members 

for selling during extended waiting periods. BTS-attached 

stands generally had a higher number of objects compared to 

other types of stands, with drivers utilizing the space under the 

BTS stairs for secure storage.  

E. Comparison of Stands and Transit Stop Standards  

Based on the survey results, it was evident that motorcycle 

taxi stands possessed unique physical characteristics and 

placement that deviate from the standards and design guidelines 

for on-street transit stops in several respects.  

Table 2 summarizes the evaluation outcomes for the physical 

conditions of motorcycle taxi stands in comparison to the 

standards and guidelines for on-street transit stops.    

 
TABLE 2 

COMPARISON OF PHYSICAL CHARACTERISTICS OF MOTORCYCLE TAXI STANDS 

AND DESIGN STANDARDS  

Component Design standards Motorcycle taxi stand 

Location   

Location 

factor 

Site-specific conditions 

Stop spacing 

Passenger accessibility 
 

Market conditions 

Spatial availability 

Passenger accessibility 
 

Position 

 

Varied 

Away from sidewalk corners 
 

Mid-block 

Near sidewalk corners 
 

Parking area 

 

Roadside 

 

Buffer zone/roadside 

 
Waiting area 

 

Buffer zone/frontage zone 
 

Buffer zone/frontage zone 

  

 Physical form   

Main 

structure 

 

Shelter 

Standardized figures 

 

- 

- 

 
Materials Vandalism and scratch 

resistance 

Climatic durable 
 

- 

 

- 
 

Layout and 

form 
 

Fixed 

Permanent 
Clear and noticeable 

 

Flexible 

Temporary 
Unclear and imperceptible 

 

Boundary 
determination 

By shelter form 
 

Clear boundary 

 

By surrounding physical 
elements 

Vague boundary 

 
Primary 

source of 

shade 
 

Shelter canopy Surrounding physical 

elements 

 Features   

Signage Durable materials 

Universally intelligible 
Standard graphic symbol 

 

Non-durable materials 

Locally intelligible 
- 

 

Service 
information 

Fare information 
Schedule of service frequency 

Real-time arrival information 

The first and last service time  
Route map 

 

Contact of transit agency 

Fare rates 
- 

- 

- 
- 

Service areas and destinations 

Contact of related agencies 
   

Seating Commuter-oriented 
Standardized 

Durable materials 

User-friendly and comfortable 
 

Service providers-oriented 
Varied 

Readily available materials 

Uncomfortable 

Lighting Sufficient lighting at stops 

 

Neighboring streetlight 

 
Trash 

receptacle 

Anchored to the ground 

Durable materials 

With lids 
 

Attached to street features 

Non-durable materials 

Without lids 

Integrated 

advertisement 

Integrated with shelter 

components 
 

Integrated with various 

features and elements 
 

Other 

amenities 

Commuter-oriented 

Standardized amenities 

Service providers-oriented 

Self-provided facilities 
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VIII. COMFORT CONDITIONS OF THE DRIVERS 

A. Demographic and Career Information of Drivers 

A total of 75 motorcycle taxi drivers from 25 surveyed stands 

participated in the study. All participants were male, and the 

majority fell within the age range of 35 to 50 years, with the 

oldest participant being 70 years old. Most drivers had over 10 

years of experience, with some exceeding 20 years.  

They worked an average of 8 to 12 hours daily, depending on 

individual preference, with a few working more than 12 hours. 

The peak hours for motorcycle taxi service were 8:00-10:00 and 

16:00-19:00, with minimal waiting times of under 5 minutes 

(see Fig. 6). During off-peak hours, 50% of drivers waited 15-

30 minutes, while 38.1% experienced waiting times exceeding 

30 minutes (see Fig. 7). These findings highlight the significant 

time motorcycle taxi drivers dedicate to their work, both on the 

road and at the stands, which serve as their primary workplaces. 

 

 

Fig. 6 Waiting periods of the drivers during peak hours 

  

 

Fig. 7 Waiting periods of the drivers during off-peak hours  

 

B. Physical Comfort 

1) Safety concerns 

most motorcycle taxi drivers reported rare encounters with 

road accidents or criminal incidents during their waiting time at 

the stands. While they expressed occasional feelings of unsafety 

due to roadside accidents and speeding vehicles, they generally 

felt secure from criminal acts. The presence of fellow drivers 

and well-lit surroundings contributed to their sense of security. 

 

2) Exposure to extreme weather conditions 

Approximately 40% of the respondents faced occasional 

challenges with extreme weather conditions at their stands (see 

Fig. 8). For example, drivers at tree-reliant stands encountered 

difficulties during heavy rainfall, leading them to acquire 

parasols for additional coverage. Canopy-based stand drivers 

sought refuge in nearby convenience stores during rainy 

weather. In contrast, drivers at BTS-attached stands had fewer 

climatic challenges and appreciated the protection from the sun 

provided by the BTS stairs. However, they recognized the 

inadequacy of these structures during rainstorms. 

 

 

Fig. 8 Frequency of exposure to extreme weather conditions during 

waiting at the stands 

 

3) Hygiene practices and maintenance of stands 

Most respondents reported cleaning and organizing their 

stands more than 5 times a month, with only a few doing so 1-

2 times a month. Cleaning activities mainly involved tasks like 

sweeping, arranging items, and garbage disposal. The stand 

floors were regularly cleaned by BMA street sweepers in the 

mornings. However, due to constant exposure to pollution and 

weather, there was visible dust accumulation, stains, and signs 

of wear on various features and elements within the stands. 

C. Functional Comfort 

1) Parking issues and conflicts 

Most respondents parked their motorcycles on the sidewalk 

perpendicular to the road, with a few opting for parallel parking 

on the road or perpendicular parking to the sidewalk. Many 

drivers faced occasional parking difficulties, primarily due to 

the lack of shade (30.4%), insufficient parking space (23.9%), 

and inconvenient parking (21.7%). Sidewalk parking presented 

challenges in maneuvering due to factors like the absence of 

ramps, obstructions from street bollards, and the distance from 

the stand to the sidewalk corner (see Fig. 9) 

 

 

Fig. 9 The types of parking issues reported by participants 

 

These issues occasionally led to various conflicts. One 

participant recounted an incident where he engaged in a dispute 

with staffs from a well-known Facebook page after they posted 

a photo of him using sandbags as ramps for designated sidewalk 

parking. This led to negative public reactions and subsequent 

reporting of the incident to the BMA. Likewise, drivers 

stationed at Siam BTS station encountered misunderstandings 

from tourists who mistakenly perceived their turning 

maneuvers near the sidewalk entrance as arbitrary parking. 

Additionally, conflicts emerged when other forms of public 

transport parked in close proximity to the stand area. 
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2) Activities during long waiting times at stands 

During the period from noon to 15:00, motorcycle taxi 

drivers experienced the longest waiting times at the stands. 

They engaged in various activities within the limited space 

available, such as resting, taking short naps, socializing with 

fellow drivers, and using smartphones for entertainment and 

online activities. However, the uncomfortable chairs at the 

stands often caused fatigue and back pain, limiting their ability 

to engage in these activities for long periods. Restrictions 

imposed by the BMA or property owners also prevented drivers 

from storing items within the stand area, further limiting their 

activities. As a result, drivers were seen walking around, 

smoking, stretching, or interacting with street vendors outside 

the stand area. In some cases, drivers even assisted street 

vendors in selling their products. Additionally, small businesses 

had emerged within some stands such as offering shoe repair 

services and selling miscellaneous items. Fig. 10 depicts the 

observed work behavior and activities of motorcycle taxi 

drivers during extended waiting periods.  

 

 

 

Fig. 10 Observed activities during waiting periods 
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3) Restroom usage patterns and challenges 

Based on interviews, motorcycle taxi drivers primarily used 

gas station restrooms after dropping off passengers on their way 

back to the stands. Drivers near shopping malls or office 

buildings accessed the restrooms inside those establishments. 

However, some drivers faced resistance from property owners 

when attempting to access restrooms. A similar experience was 

reported by drivers at Win located in front of commercial 

buildings. Although one surveyed stand had a nearby public 

toilet, drivers mentioned the need to pay a fee to use it. As a 

result, some drivers had to walk or drive to a gas station located 

300 meters away, causing potential loss of customers. 

 

4) Food consumption patterns 

A significant number of respondents reported occasionally 

consuming food at their motorcycle taxi stands. They typically 

obtained food and beverages from nearby street food vendors, 

shops, markets, and plazas that offered affordable options. 

Drivers accessed these food sources by walking, driving, or 

with the help of fellow members.  

In stands equipped with chairs, drivers at certain locations 

purchased raw ingredients to prepare meals together on-site. 

However, for stands without seating, drivers were observed 

sitting on various surfaces such as BTS support pillars, building 

steps, or their motorcycle seats while having simple meals. 

 

5) Assessment of necessary features and amenities in stands 

The survey findings indicated that motorcycle taxi drivers 

prioritized essential job-related features at the stands, such as a 

canopy, trash receptacles, seating, signage, fare rate labels, and 

route/service information. Access to drinking water, a first aid 

kit, storage for helmets and vests, and food preparation facilities 

were also valued by some drivers. On the other hand, features 

like audiovisual equipment, tables and chairs, and board games 

received lower ratings overall (see Fig. 11).  

The assessment of drivers varied based on the characteristics 

of their stands. Drivers stationed at stands with stable shade and 

seating showed a higher preference for additional amenities. 

For example, drivers at stands with seating under planted shade 

rated food preparation space and clean drinking water as 

essential. The evaluation of additional features was also 

influenced by individual preferences, experience, and 

subjective feelings during the questionnaire participation. 

 

 

Fig. 11 Assessment of the necessity of motorcycle taxi stand 

amenities and features 

6) Opinions on motorcycle taxi stand improvement 

The majority of drivers generally adapted to the current state 

of their stands, resulting in limited feedback or ideas for 

improvement. However, they emphasized the importance of 

certain amenities such as durable canopies, ergonomic seating, 

and standardized stands with quality shelters and signage. 

Some drivers recommended the organization and 

standardization of stands, while others emphasized the need for 

non-disruptive ramps, separate parking spaces, and dedicated 

trash receptacles. Additional suggestions encompassed the 

provision of phone charging outlets, tables and chairs, toilets, 

hammocks, and televisions. 

D. Psychological Comfort 

1) Collective customization of motorcycle taxi stands 

The survey revealed that motorcycle taxi drivers at stands 

typically stored minimal personal items, primarily a water 

bottle or flask in the under seat storage. However, stands 

located near BTS structures had a greater diversity and quantity 

of belongings compared to those with building canopies. 

Examples included food delivery boxes stored under the BTS 

stairway and helmets hung from steel stair beams.  

Notably, rather than personalizing their spaces for privacy or 

individual territory, the drivers engaged in collective practices 

of space customization. They arranged shared items, decorated 

stand features to mark boundaries, and gathered together to 

protect their stand area and express a sense of territoriality. 

 

2) Territorial awareness 

During interviews, motorcycle taxi drivers were asked to 

describe and sketch their stand territory and layout. Their 

descriptions varied, with many drivers using nearby buildings 

as reference points. Some drivers gave concise descriptions of 

specific elements within the stand area. It was observed that 

stands with unique physical features led to more precise 

boundary definitions. For example, at the Tree-reliant stand, 

drivers described their boundary as spanning from the alley 

corner to the tree, covering about 15 meters, and with parking 

designated within the BMA's yellow lines. This highlights how 

the presence of distinct physical elements influenced the 

drivers' perception of their stand boundaries. 

 

3) Involvement in the stand design and improvement 

Most drivers indicated their participation in decision-making 

processes regarding their motorcycle taxi Wins, including stand 

design and management. Interviews revealed that the presence 

of furniture and appliances within the stands was a collective 

effort, with some drivers contributing financially and others 

being involved in their creation. 

 

4) Perception of motorcycle taxi stands 

The perception of motorcycle taxi stands among drivers 

varied, with the majority considering them as waiting areas and 

workspaces. However, other definitions emerged based on 

individual experiences (see Fig 12). Some drivers (11%) 

considered the stands as spaces for social interaction with 

fellow members, vendors, and customers. For 10% of drivers, 

the stands served as outdoor dining areas. A smaller group (9%) 

viewed the stands as physical refuges, providing relief from the 
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day's driving fatigue, while a few drivers (4%) saw the stands 

as emotional sanctuaries. Additional perspectives included 

viewing the stands as affinity spaces for collaboration among 

drivers with shared backgrounds and as supportive spaces for 

financial and work-related assistance. These diverse 

perceptions highlight the multifaceted nature of motorcycle taxi 

stands and the different roles they play in the lives of drivers.  

 

 

Fig. 12 Definitions of motorcycle taxi stand given by drivers 

IX. COMPARATIVE ANALYSIS OF ENVIRONMENTAL COMFORT 

AMONG DIFFERENT TYPES OF STANDS 

The physical comfort and psychological comfort of 

motorcycle taxi stands were assessed using 5-point scale 

questionnaires. The scores were analyzed to determine the 

average comfort level for each stand. Then, the average scores 

were compared across different stand types to identify 

significant differences and explore relationships between them. 

A. Analyzing Differences in Physical and Psychological 

Comfort among Stand Typologies 

The average physical comfort scores for each stand type are 

presented. The dataset includes 13 BTS-attached stands, 6 

canopy-based stands, and 6 tree-reliant stands, with average 

scores of 54.31, 43.17, and 46.50, respectively. T-test analysis 

was performed with an alpha value of 0.05. 

The t-test analysis results, as shown in Tables 3 and 4, 

indicate significant differences in average physical comfort 

scores between BTS-attached stands and canopy-based stands, 

as well as between BTS-attached stands and tree-reliant stands. 

However, Table 5 demonstrates no significant difference 

between tree-reliant stands and canopy-based stands. 

 
TABLE 3 

T-TEST ANALYSIS OF PHYSICAL COMFORT DIFFERENCES BETWEEN BTS-

ATTACHED AND CANOPY-BASED MOTORCYCLE TAXI STANDS  

 BTS-attached Canopy-based 

Mean 54.30769231 43.16666667 

Variance 11.56410256 64.56666667 

Observations 13 6 

Pooled variance 27.15309201  

Hypothesized mean difference 0  

df 17  

t Stat 4.331975872  

P(T<=t) one-tail 0.000226367  

t Critical one-tail 1.739606726  

P(T<=t) two-tail 0.000452734  

t Critical two-tail 2.109815578  

 

TABLE 4 

T-TEST ANALYSIS OF PHYSICAL COMFORT DIFFERENCES BETWEEN BTS-
ATTACHED AND TREE-RELIANT MOTORCYCLE TAXI STANDS  

 BTS-attached Tree-reliant 

Mean 54.30769231 46.5 

Variance 11.56410256 81.9 

Observations 13 6 

Pooled variance 32.25113122  

Hypothesized mean difference 0  

df 17  

t Stat 2.785612577  

P(T<=t) one-tail 0.006341732  

t Critical one-tail 1.739606726  

P(T<=t) two-tail 0.012683463  

t Critical two-tail 2.109815578  

 

TABLE 5 

T-TEST ANALYSIS OF PHYSICAL COMFORT DIFFERENCES BETWEEN CANOPY-

BASED AND TREE-RELIANT MOTORCYCLE TAXI STANDS  

  Canopy-based Tree-reliant 

Mean 43.16666667 46.5 

Variance 64.56666667 81.9 

Observations 6 6 

Pooled variance 73.23333333  

Hypothesized mean difference 0  

df 10  

t Stat -0.674660015  

P(T<=t) one-tail 0.257592924  

t Critical one-tail 1.812461123  

P(T<=t) two-tail 0.515185848  

t Critical two-tail 2.228138852  

 

 

The average psychological comfort scores for motorcycle 

taxi stands are 52.23 for BTS-attached type, 48.17 for canopy-

based type, and 47.17 for tree-reliant type. T-test analysis was 

conducted with an alpha value of 0.05. 

The t-test analysis results in Tables 6 indicate significant 

differences in average psychological comfort scores between 

BTS-attached stands and canopy-based stands. However, Table 

7 suggests only slight differences between BTS-attached stands 

and tree-reliant stands. Additionally, there were no significant 

differences observed between the canopy-based type and the 

tree-reliant type (see Table 8). 
 

 

TABLE 6 
T-TEST ANALYSIS OF PSYCHOLOGICAL COMFORT DIFFERENCES BETWEEN 

BTS-ATTACHED AND CANOPY-BASED MOTORCYCLE TAXI STANDS  

 BTS-attached Canopy-based 

Mean 52.23076923 47.16666667 

Variance 11.35897436 89.76666667 

Observations 13 6 

Pooled variance 34.42006033  

Hypothesized mean difference 0  

df 17  

t Stat 1.748908869  

P(T<=t) one-tail 0.049169004  

t Critical one-tail 1.739606726  

P(T<=t) two-tail 0.098338008  

t Critical two-tail 2.109815578  
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TABLE 7 

T-TEST ANALYSIS OF PSYCHOLOGICAL COMFORT DIFFERENCES BETWEEN 

BTS-ATTACHED AND TREE-RELIANT MOTORCYCLE TAXI STANDS 

 BTS-attached Tree-reliant 

Mean 54.30769231 46.5 

Variance 11.56410256 81.9 

Observations 13 6 

Pooled variance 32.25113122  

Hypothesized mean difference 0  

df 17  

t Stat 2.785612577  

P(T<=t) one-tail 0.006341732  

t Critical one-tail 1.739606726  

P(T<=t) two-tail 0.012683463  

t Critical two-tail 2.109815578  

 
TABLE 8 

T-TEST ANALYSIS OF PSYCHOLOGICAL COMFORT DIFFERENCES BETWEEN 

CANOPY-BASED AND TREE-RELIANT MOTORCYCLE TAXI STANDS  

 Canopy-based Tree-reliant 

Mean 48.16666667 47.16666667 

Variance 21.36666667 89.76666667 

Observations 6 6 

Pooled variance 55.56666667  

Hypothesized mean difference 0  

df 10  

t Stat 0.232355766  

P(T<=t) one-tail 0.410473988  

t Critical one-tail 1.812461123  

P(T<=t) two-tail 0.820947975  

t Critical two-tail 2.228138852  

 

B. Analyzing the Correlation between Psychological 

Comfort and the Number of Objects in Stands 

 The study identified 18 stands with 0-5 objects and 7 stands 

with more than 6 objects, which included collective items and 

personal belongings of the drivers. The number of objects was 

analyzed in relation to score intervals to examine correlation 

between psychological comfort and the number of items present 

within the stands. A Chi-square test was performed with an 

alpha value of 0.10. The results, presented in Table 9, indicate 

a significant relationship between the number of objects and the 

level of psychological comfort among the drivers. 

 
TABLE 9 

CHI-SQUARE TEST ANALYSIS OF THE RELATIONSHIP BETWEEN 

PSYCHOLOGICAL COMFORT AND OBJECTS QUANTITY IN STANDS 

Interval of psychological comfort 

score 

Number of objects 

0-5 More than 6 Total 

30-35 1 - 1 

36-40 1 - 1 

41-45 3 - 3 

46-50 6 - 6 

51-55 7 5 12 

56-60 - 2 2 

Total 18 7 25 

Chi-square 10.53240741   

df 5   

Alpha 0.10   

The critical value 9.236   

X. CONCLUSION AND DISCUSSION 

This study investigated the physical conditions of 

motorcycle taxi stands near BTS stations in the CBD of 

Bangkok. The stands were evaluated based on location, 

physical form, and features using integrated standards and 

design guidelines for on-street transit stops as a criteria. The 

concept of environment comfort was applied to assess the 

support these stands provide to work-related activities of 

motorcycle taxi drivers, including physical, functional, and 

psychological comfort. 

Among the 25 surveyed motorcycle taxi stands, each 

exhibited unique characteristics but fell short of meeting the 

standards for public transport stops. Stand locations were 

primarily determined by operators, considering marketability 

and high ridership demand. Most stands lacked proper 

physical infrastructure and relied on surrounding structures 

and street features instead. These stands were classified into 

three types based on shared attributes: BTS-attached stands, 

Tree-reliant stands, and Canopy-based stands. It was 

observed that all stands lacked standardized amenities and 

elements, with drivers themselves providing temporary 

solutions to fulfill their basic needs. Consequently, the 

absence of standardized amenities resulted in physical and 

functional discomfort for the drivers.  

However, the informal nature of the stands positively 

influenced the psychological comfort experienced by the 

drivers. Stands with diverse features were associated with 

higher psychological comfort and increased territorial 

awareness compared to stands without such features. 

These findings hold significant implications for improving 

the public transit system and enhancing the work life of 

motorcycle taxi drivers. Firstly, it is evident that motorcycle 

taxis have not been adequately integrated into the 

government public transport planning, despite their 

importance in Bangkok's transportation network. One 

proposed solution is to integrate motorcycle taxi stands with 

mass transit stations and establish standardized designated 

locations for the stands. 

The second issue relates to the lack of a designated 

responsible agency for stand improvements. Many drivers 

expressed uncertainty about whom to approach for 

addressing stand-related issues. One potential solution is to 

assign this responsibility to the BMA, which already has 

authority over the area and has been involved in establishing 

stands. The BMA could serve as the main coordinator, 

facilitating collaboration with various agencies and obtaining 

permission to use properties for stand establishment. 

Another suggestion is to engage motorcycle taxi drivers in 

the stand design process. Since each type of stand has unique 

characteristics and constraints, the heads of Wins can act as 

representatives, collecting ideas, preferences, and concerns 

regarding their respective stands and conveying them to the 

appropriate authorities. Such initiatives have the potential to 

enhance the public transport system, urban space design, and 

the overall quality of life for drivers. 
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Abstract— Theoretical Calculation of the Hamiltonian of N 

Atoms Interacting with Photons Results in Double Dressing of the 

Atomic Levels.  

An Interesting Staircase States Emerges with Characteristc 

Quadratic Dependence on the Nuber of the Participating Atoms. 

This Indicates A Collective Quantum Optic Behavior of the 

Ensambe.. 
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Abstract— This study estimates the effect of climate-induced 

rural-urban migrants (RUM) on maize productivity. It uses panel 

data gathered by the National Statistics Office and the World Bank 

to understand the effect of RUM on the technical efficiency of maize 

production in rural Malawi. The study runs the two-stage Tobit 

regression to isolate the real effect of rural-urban migration on the 

technical efficiency of maize production. The results show that 

RUM significantly reduces the technical efficiency of maize 

production. However, the interaction of RUM and climate-smart 

agriculture has a positive and significant influence on the technical 

efficiency of maize production, suggesting the need for re-investing 

migrants’ remittances in agricultural activities. 

 

Keywords— climate-smart agriculture, farm productivity, rural-

urban migration, panel stochastic frontier models, two-stage Tobit 

regression. 
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 Abstract— he swamp land contains high iron, aluminum, and 

low pH. Calcium and magnesium in the rice husk ash can reduce 

plant poisoning so that plant growth increases in fertility. The first 

factor was the doze of rice husk, and the second factor was 0.0 g 

rhizobium inoculant /kg seed, 4.0 g rhizobium inoculant/kg seed, 8 

g rhizobium inoculant /kg seed, and 12 g l rhizobium inoculant /kg 

seed. The plants were maintained under light conditions with a + 

11.45 – 12.15 hour photoperiod. The combination between 

rhizobium inoculant and rice husk ash has been an interacting 

effect on the production of long bean pod fresh weight. The mean 

relative growth rate, net assimilation rate, and pod fresh weight 

are increased by a combination of husk rice ash and rhizobium 

inoculant. Rice husk ash affected increases the availability of 

nitrogen in the land, albeit in poor condition of nutrition.   

Rhizobium is active in creating a fixation of nitrogen in the 

atmosphere because rhizobium increases the abilities of 

intercellular and symbiotic nitrogen in the long beans. The 

combination of rice husk ash and rhizobium could be effected to 

create a thriving in the land. 

 
    Index Terms— aluminium, calcium,  fixation, iron, nitrogen. 

 

I. INTRODUCTION 

 Swamp and marginal land are spread almost throughout the 

Riau region, especially in the coastal region. The swamp is 

characterized by soil with excess iron and aluminum, low 

pH, and poor fertility. Excess iron and aluminum can poison 

the root hair, thus eliminating the plant and low production. 

The ashes ash of rice chaff contain SiO2 (52%), C (31%), K 

(0.3%), N (0.18%), Fe (0.08%), and potassium (0.14%). It 

also contains other nutrients such as Fe2O3, K2O, MgO, 

CaCo, MnO, and Cu in small amounts and some types of 

organic material. The ashes of rice could be substituted for 

the calcium or magnesium used in agriculture. 

The rice husk ash contains both magnesium and 

magnesium Calcium and magnesium can reduce plant 

poisoning so that plant growth increases in fertility. 

The rice husk ash in partnership with rhizobium was 

found to reduce the poisoning caused by an excess of 

aluminum and iron in the soil, resulting in poor growth and 

reduced production. Rice husk ash originally from the 

unshelled paddy separated from the stalk. After burn that 

waste there became ash with high contents of calcium and 

magnesium. Calcium and magnesium are materials to be 

used for increasing the pH and could suppress the iron and 

aluminum in the swamp land mainly in the coastal area. 
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Therefore, the rice husk ash is especially useful in 

improving soil conditions such as increasing absorbent 

capacity and suppressing the availability of such poisons as  

aluminum   and iron. These favorable conditions allow 

rhizobium to work more efficiently to fix nitrogen. While 

rice husk ash increases the number of nutrients in the soil. 

Rice husk ash originally from the unshelled paddy separated 

from the stalk. After burn that waste there became ash with 

highcontents of calcium and magnesium. Calcium and 

magnesium are materials to be used for increasing the pH 

and could suppress the iron and aluminum in the swampland 

mainly in the coastal area 

Calcium and magnesium are materials to be used for 

increasing the pH and could suppress the iron and aluminum 

in the swamp land mainly the coastal area. Calcium and 

magnesium are macro essential nutrition for plant growth. 

Leguminous inoculant is the powder of spore of rhizobium 

bacterial [7, 8].  

Rhizobium has realized an ecological and evolutionary 

success that has composed  our biosphere. Although 

complex, embrace a dual lifestyle of intracellular infection 

apart from a free-living phase in cultivated land. Rhizobium 

symbiosis has distributed and dispersion to hundreds of 

bacterial species and geographically throughout the glove 

[2] The dual ability of intracellular residual and symbiotic 

nitrogen fixation in soybean and other legumes is competent 

to retain rhizobium in the soil. With less nitrogen fertilizer 

up to 50%, the legumes are still normally grown and the 

seed produced is the same if the rhizobium inoculates in 

seeds.  This paper intended to find the relationship between 

the rice husk ash and rhizobium inoculant on the long 

beans.to growth and yield. 

 

MAT               II. MATERIALS AND METHODS 

Study area 

This research was conducted from august 2019 to december 

2019. This experiment was arranged with a randomly simple 

design with two factors. The first factor was the doze of rice 

husk ash as follows 0.0 g /plot, 0.6 g/plot, 1.2 g /plot, and 

1.8 g/plot. Second factor was 0.0 g rhizobium inoculant /kg 

seed, 4.0 g rhizobium inoculant / kg seed, 8 rhizobium 

inoculant /kg seed, and 12 g rhizobium inoculant /kg seed. 

The plants were maintained under the light condition 

with + 11.45 – 12.30 hours of photoperiod    

 

Parameters   

Mean Relative Growth Rates (MRGR) 

The accumulation of dry weight describes as the increase 

of cell elongation and cell number in the long beans every 
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Swamp Land by Application of Rhizobium  

and Rice Husk Ash  
Hasan Basri Jumin 

 Postgradute in Agriculture, Islamic University of Riau Indonesia, email. hbjumin@agr.uir.ac.id  

97



Conference Proceedings, Paris France June 22-23, 2023                                                                                

   

 

 

day during vegetative growth. The mean relative growth rate 

(MRGR) can be calculated by sampling plant size for the 

first time on 7 days after planting (t1) and the second time 

on 14 days after planting (t2), 21 days after planting for the 

third time, and 28 days after planting for four times. The 

equation for calculating the MRGR [12]  is as follows; 

 

MRGR =  

 

        MRGR      =  
��	�����	��		

�����
						(1)  

 

Where MRGR is the mean relative growth rate; W1 and 

W2 are the biomass dry of long beans at the time measured, 

beginning (t1) and end (t2) of the sampling until 4 periods of 

measurement during vegetative growth. and ln is the natural 

logarithm. Equation (1) is the most common formula used 

when comparing relative differences between rice husk ash 

and rhizobium inoculant treatments. 

 

Net assimilation rates (NAR). 
The net assimilation rate is the weight of total dry weight 

per unit area of leaf in a certain time.  

 

E = 
�

	


�


�
 (2) 

 

Leaf area was measured on a sub-sample using a leaf area 

meter and image analysis software. The leaf area (L)  of 

long beans was measured four times on days 7, 14, 21, and 

28 after long beans planting. The W and L means may then 

be used to accumulate EM, an estimate of the mean E for 

each time- interval (t2–t1), usually as proposed by [14] 

shown in equation 3 thus; 

 

EM =  

��������	�	�.�		��	��		��

�������	��	��
            (3) 

 

III. RESULTS AND DISCUSSIONS 

 

Net assimilation rate is meaning the buildup of the plant's 

dry weight of every centimeter square of any kind leaf  area 

of any time. The treatment without rice husk ash is different 

from any other treatment where the lowest treatment is 

averaged. Rice husk ash's release of the right amount would 

certainly increase vegetation growth, which, in turn, would 

prompt generic growth in this issue to increase the net 

assimilation rate .  

The growth rate will be comparable to the pattern 

followed by the net precipitous rate. In addition, the growth 

rate in plants is likely to indicate a similar pattern. It is just 

true that the large number of effective leaves carrying out 

photosynthesis is the dominant factor. In the mean relative 

growth rate count, the leaf area is not considered. If the 

increase in net assimilation rate is at the age of 14-21 days, 

it will also result in increased growth rates in the mean 

relative growth rate, compare (Figure 1). The trend of 

expansion in the net assimilation rate directly affects the rate 

of growth in the mean relative growth rate. 

 

Figure 1 A. Net Assimilation Rate 7-14 days (246x10-4 

mg/cm2/day from treatment of  0 g rhizobium/kg seed, 278x10-4 

mg/cm2/day  from treatment of 4 g Rhizobium/kg seed, 280x10-4 

mg/cm2/day from treatment of 8 g/ Rhizobium/kg seed,  and 

325x10-4 mg/cm2/day   from  treatment of 12 g Rhizobium /kg seed   

 

 
 

Figure 1B. Net assimilation rate 14-21 days ((320x10-4 

mg/cm2/day from treatment of  0 g rhizobium/kg seed, 364x10-4 

mg/cm2/day  from treatment of 4 g Rhizobium/kg seed, 389x10-4 

mg/cm2/day from treatment of 8 g/ Rhizobium/kg seed,  and 

415x10-4 mg/cm2/day   from  treatment of 12 g Rhizobium /kg seed    

 

 
 
Figures 1 C. Net assimilation rate 21-28 days   ((1826x10-4 

mg/cm2/day from treatment of  0 g rhizobium/kg seed, 190x10-4 

mg/cm2/day  from treatment of 4 g Rhizobium/kg seed, 240x10-

4 mg/cm2/day from treatment of 8 g/ Rhizobium/kg seed,  and 

250x10-4 mg/cm2/day   from  treatment of 12 g Rhizobium /kg 

seed     

The MRGR is used to calculate the rate of plant growth at 

a rapid rate in the seedbed. This is also used to make quick 

decisions on a large study at an equally costly cost. In this 

study, the above-watered pattern tends to apply completely.  

Other parameters such as the number of root nodules and 

the weight of individual plants would also show a large 

number on the same treatment of rice husk ash 1.8 kg/plot. 

This treatment has a positive interaction with rhizobium 12 

g/kg seeds. This indication is  shown in (Figure 3), long 

beans are consumed in the young pod, fresh form, and 
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become the vegetable pods. To apprehend, if a treatment has 

a positive effect, it can have a noticeable effect on the 

growth of the plants or negative effects or causes the plant to 

fail to thrive. The resulting growth will then be seen in the 

generic growth of the flowers and the seedlings.  Rice husk 

ash and rhizobium dose 1.8 kg/ plant and 12 g/kg seeds are 

in good condition to increase the production of most root 

nodules to an average of 51.00. This dose was combined 

with rhizobium treatment at 1.8 kg/ plant. When the rice 

husk ash itself the highest was only 48.83 root nodules per 

plant. The effect of the rhizobium alone is only 46.91 root 

nodules in each plant (Figure 2).  

This means that the rice husk ash is interacting positively 

with rhizobium, bringing the number of root nodules to 

51.00 for each plant. The vegetative growth of long beans 

was increased by the application of  rhizobium under a 

suitable dose of rice husk ash. Rhizobium could be 

increased vegetative growth beginning from   4 g/kg seed to 

22g/kg seed.   If this amount of root nodules is high in the 

plant's root hair, it means that the ability of the plant to fix 

nitrogen in the soil's atmosphere is greater. The amount of 

nitrogen molecules accumulated in the root system increases 

after the proper doses of treatments of rice husk ash and 

rhizobium inoculant  

Relationship between net assimilation rate and mean 

relative growth rate was closed and it make an illustration as 

linear (Figure 2), with equation as Y = 0,4544x + 148,75, R² 

= 0,2717. This equation means that in the case of an increase 

in net assimilation rate has also led to improvements in 

mean relative growth rate (Table 1), because the 

accumulation of assimilation in plant tissues is banked. The 

building of assimilation in plant organs is due to the leaves 

taking place more in the photosynthesis activity.   

 

 
Figure 2 Relatitionship between net assimilation rate and mean 

relative growth rate  disclosed as linear pattern  

 

The weight of the long bean pods will be affected by the 

effectiveness of the treatment of rising husk ash and 

rhizobium in combination. The combination of two 

treatments increases the ability of plants to produce heavier 

pods (Figure 3). 

The large leaf area means that the leaf creates more 

assimilation in the plant's organ. The mean relative growth 

rate’s relationship with the net assimilation rate is very 

close. Meaning that, if photosynthetic activities in the leaf 

are rapid, it is also due to the assimilate mound rise in a 

plant organ, hereafter means relative growth rate is 

increased. 

 

 

Table 1. Mean relative growth rate of long beans after 

treated with rice husk ash and rhizobium inoculant (g/day) 

Plant 

Age 

(day) 

Rice 

husk ash 

g/plant 

 

Rhizobium   g/kg seed 

 

 

 

7-14 

 

14-21 

 

21-28 

0 g/kg 

seed 

4 g/kg 

seed 

8 

g/kg 

seed 

12 g/kg 

seed 

Average 

0.299 0.379 0.413 0,476 0.392a 

0.243                0.268 0.303  0.328  0’243b 

0.224          0.241 0.261 0.283  0.231c 

0.254 0.296 0.326 0.362  

Mean value followed by different alphabet/s within column do not differ 

significantly over one other at P < 0.05 lead by Duncan’s Multiple Range 

Test 

 

A large amount of nitrogen has a good effect on plant 

growth and can supply nitrogen needs to 75 percent of all 

plant nitrogen necessities. Thus, only 25 percent of the 

nitrogen     fertilizer addition. Abundant aluminum and iron 

in the land made a toxicant, eventually, the   

land was   hazardous to root hair and hereafter killed the 

plants. This experiment suggests that both treatments have 

the same effect on the increased weight of the pod. The rice 

husk ash gives a favorable condition to root hair, while 

rhizobium with the persistent rooting force, rhizobium will 

work to improve nitrogen and efficiency. 

The long beans as the legumes that grow need bacteria's 

help to compensate with rhizobium for their necessary for 

nitrogen. This nitrogen maintains organic compounds such 

as sucrose and glucose as abundance in the root nodules 

(Figure 4).  , and rhizobium combined with legumes plants 

became to be as the host [3, 4, 10, 13].  

The rhizospheric site hosts a host of organic substrates 

secreted by such plants' hormones, role models, and 

enzymes to reproduce organic compounds. The higher the 

number of organic matter, the microorganism population 

also grows. With a specific protein compound present, 

rhizobium infects the host plant of long beans. 

This specific protein is secreted by plants as a signal 

known to bacteria [3, 5, 9, 13]. In turn, the bacteria secrete 

lypo-oligosakaride compounds or in time be called nod 

factors  [1, 6, 11].  For a command of 147 host cell 

divisions. Therefore, it is suggested that symbiosis may 

occur because of the suitability of the respective substrates 

produced [5, 10, 13].   

When compatibility occurs, bacteria then multiply, 

forming hype to penetrate the root. Bacteria, in turn, 

propagate themselves inside a root cell called a bacteroid. 

The infected root cell then swells, forming binders, in which 

the interior structure, between host cells and the bacteroid, is 

covered by leg-hemoglobin with a reddish-purple vision. 

The mechanism of plant root infections by microbes. A 

bacteroid would require a certain amount of energy to form 

reduction power (for example NDPH2 feredocrine) and ATP 

for Controlling the reactions. Energy is obtained from the 

photosynthesis of the host plant. Sucrose, glucose, and 

organic acids are transmitted into nodules and oxidation of 

these materials, further generating energy (oxidational 

phosphorylation) process. this respiration requires a certain 

amount of oxygen, which is tied by leghaemoglobin in the 

vicinity of the bacteroid.  

y = 0,4544x + 148,75

R² = 0,27170
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The mechanism is the same Leg-haemoglobin in the 

blood mammals that are as oxygen carriers are needed for a 

respiratory process. Enzymes Nitrogenase catalyzes the 

reduction of the N2 composed (Goodwin and Mercer, 

1983). Factors that affect nitrogen mooring are the (I) 

supply of photosynthesis, (ii)  aeration, (iii) temperature, (iv) 

land pH, and (v) availability of nitrogen. The final result of 

the nitrogen fixation by rhizobium at hair the root will 

disperse to a long beans plant. Thus the long beans plant 

will be more efficient in the use of nitrogen 

 

 
Figure 3. Mean  dry weight of pod on the long beans after 

treatment with rice husk ash and rhizobium inoculant (g/plant). 

Series 1 (0 g/plant of  rice huk), Series 2 (0.6 g/plant of  rice huk 

ash   Series 3 (1.2 g/plant of  rice huk ash), Series 4 (1.8 g/plant of  

rice huk ash), 1 (0 g rhizobium inoculant), 2 (4 g rhizobium 

inoculant), 3 (8 g rhizobium inoculant) , Series 4 (12 g rhizobium 

inoculant). 

 

 
Figure 4. The number of root nodules of long beans on the 

treatment of rice husk ash and rhizobium inoculant 

(piece/plant).  Series 1 (0 g/plant of rice huk), Series 2 (0.6 g/plant 

of rice huk ash   Series 3 (1.2 g/plant of rice huk ash), Series 4 (1.8 

g/plant of rice husk ash), 1 (0 g rhizobium inoculant), 2 (4 g 

rhizobium inoculant), 3 (8 g rhizobium inoculant)  Series  4 (12 g 

rhizobium inoculant) 
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CONCLUSION 

Rice husk ash is an alternative organic fertilizer because it 

has the full criterion as fertilizer. In addition, rhizobium can 

always together life and growth as a symbiosis with legumes 

to increase the nitrogen efficiencies in the long bean. The 

dose of rice husk ash 1.8 kg/plot and rhizobium 12 g/kg seed 

is the suitable amount for long beans. Rice husk ash plays 

not only as nourishing for the long beans but also as a 

nutritional balance for the life of rhizobium to add a 

shortage of nitrogen to the long beans 
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Abstract—In the literature, the study of tenure and food security 

has largely involved separate lines of inquiry. In effect, the nexus 

among these has received little attention; and the underinvestment 

in research related to the relationship between tenure and food 

security deters generation of tenure-related knowledge and policy 

guidance for improving food and nutrition security. Drawing from 

this motivation, we study the relationship among tenure security, 

agricultural diversity and food security and dietary diversity. We 

employ IV approaches to examine the effect of tenure security and 

agricultural diversity on food security and dietary diversity. We find 

tenure security is inversely related with food insecurity as shown by 

its negative association with hunger scale, hunger index and hunger 

category. On the other hand, results suggest that tenure security 

improves minimum dietary diversity of women while we find no 

association with child dietary diversity. Moreover, agricultural 

diversity is positively related with minimum dietary diversity of 

women, which may point to higher accessibility and consumption of 

dietary food groups by women. Also, findings suggest that farmers 

use their human (knowledge and skills) and resource (land) 

endowments to improve food security and dietary diversity. An 

implication from this is the importance of not only improving access 

to land but also long-term tenure security to promote agricultural 

diversity, food security and dietary diversity. 

 

Keywords—tenure security, food security, agricultural 

diversity, dietary diversity, women. 
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Abstract—Comparative population genomics analysis offers an 

opportunity to discover the signals of selection signature in farm 

animals. Begait is a goat population reared for milk production in 

Northern Ethiopia, Tigray region. In this study, we systematically 

re-sequenced using 44 individuals from five Ethiopian goat breeds, 

which include Aberegalle, Afar, Begait, Central highlands, and 

Meafure. We used two complementary methods (ZFST and log₂ (θπ 

ratio)) across the whole genome re-sequencing of goat breeds with 

the aim to identify regions of the genome under selection associated 

with milk traits. Total genome length of 25.20- 25.40 mb and 65.80- 

66.00 mb located on chromosomes 5 and 13 were significantly 

associated with milk quality traits at Z (FST) = 4.36 and log₂ (θπ, 

ratio) = 1.37); and 65.80- 66.00 mb Z (FST) = 2.62 and log₂ (θπ, 

ratio) = 0.36, respectively. Hence, we identified candidate genes 

associated with milk characteristics (GLYCAM1 and SRC). 

Moreover, this investigation observed candidate genes related to 

carcass (ZNF385B, BMP-7, PDE1B, PPP1R1A, FTO, and MYOT) 

adaptive and immune response genes (MAPK13, MAPK14, 

SCN7A, IL12A, EST1 DEFB116, and DEFB119). Results from this 

study will inform larger future studies that will ultimately find use 

in breed improvement programs. 

 

Keywords—adaptation, carcass, genome, goat, trait. 
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Abstract—This article approaches the main aspects of therapy for 

human development and the discussion of creativity and autopoiesis 

for art therapy in the online context of Maturana's view. Art therapy 

and creativity are important foundations for the pursuit of human 

improvement and development. Bringing, thus, new creative 

perspectives for art therapy in the integral development of the human 

being as a whole. The methodology is exploratory and descriptive with 

a case study in the online context. Reflections are pointed out about 

Maturana's theory. As a result, an infographic of the main benefits 

found in the literature through the practice of art therapy is presented 

and the main benefits are listed through an infographic and a word 

cloud of this practice with a Maturana’s view. 

 

Keywords—Art, autopoiesis, creativity, art therapy.  

I. INTRODUCTION 

N the last few years, the crisis of the senses has grown due to 

the excess of technologies and instantaneous facilities. This 

generates a discharge of dopamine that the brain is not prepared 

for and there is a certain disconnection with face-to-face reality. 

The virtual facilitates a live in many ways; at the same time, 

it connects people around the world, disconnects too of real 

emotions of the notion of to be present with all senses.  

Thinking in this context, online art therapy emerges as a tool 

for self-knowledge and reconnection with other senses. Art 

therapy emerges, then, as a new aspect of awareness of the 

power of the now and reconnection with the emotions of the 

present. In this context, the general objective of the article is to 

answer the following research question: what are the benefits of 

art therapy in the process of autopoiesis in the online context? 

The specific objectives are: to determine how the relationship 

between autopoiesis and art therapy occurs, to deepen the 

concepts found in the literature and to establish connections and 

contributions to future works. Thus, this article first aims to 

identify in the literature the definitions about autopoiesis and 

creativity. Then, we discuss the relationships and how art 

therapy benefits people in the process of autopoiesis.  

II. DEVELOPMENT 

For discussion, the concepts of this article are presented. In 

order to better understand how the process and the benefits of 

art therapy takes place, a table, Table I, with the main concepts 

identified in the literature is shown. 

Approach the concept of autonomy in which “Autonomy 

concerns one's ability to create, to create, to produce knowledge 

and implies a lively, active and not passive attitude, dependent 

on guidance from outside. Because it is autopoietic, the living 

being is endowed with the capacity for self-creation and self-
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construction, hence being autonomous.” [1] They [1] argue that 

it is impossible to analyze knowledge without looking at life 

and, of course, human development in which everything is 

connected from the individual to the collective. From the one to 

the whole, from the molecule to the cosmos, for example. 

Hence the importance for the perception of this construct to be 

worked and studied:  

“Autonomy concerns your ability to create, to produce 

knowledge and implies a lively attitude, active and not 

passive, dependent on external guidance. Because it is 

autopoietic, the living being is endowed with the capacity 

for self-creation and self-construction, being, therefore, 

autonomous”. [1]  

With Bucho's statement, this capacity for self-creation is 

inherent to the individual's autonomy. Thus, “The act of human 

understanding is deeply associated with the deepest roots of 

life, which biologically speaking, are dynamized throughout the 

molecular and cellular structure of the human being, which has 

in itself the phenomenon of cognition as a possibility to create, 

learn and know. in the interrelation with the surrounding 

environment.” [2]  

“The act of knowing is, therefore, the result of the continuous 

structural changes of the system that produce, in a double effect, 

the global state in which the cognitive system and the world 

correlated to it finds itself. Cognition is defined as a function of 

the living's interaction with the world, or conduct [3]. 

Based on the concept of autopoiesis, the author Maturana 

radically breaks with the traditional concept of cognition – as 

the organism’s capture and processing of information from the 

outside world – and, based on this rupture, offers a new 

paradigm for understanding the phenomenon of knowing. 

"It maintains that this being is creative vital energy - as a 

universal matrix - quantum cosmic energy - vital generator of 

the entire structure and organization of the body-creator." [3] 

This process of self-knowledge is intrinsic and no longer occurs 

only in the external, being the same as a reflection of this 

process of self-knowledge and of creating oneself in the 

continuous action of expressed creativity. Thus, it can be 

concluded that from this concept it is possible to identify that 

knowledge also comes from the creative force of the people 

themselves who build themselves into systems. “It is in this 

movement of problematic creation of modes of existence that 

life in its cognitive character must be understood. 

“Knowing is the creation of the living itself in the action of 

the living.” [4] Life, therefore, is creation and knowing is an act 

of poiesis. To better understand self-creation, the following 

concepts and relationships are presented. 

self-creation process 
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Thus, the process of self-creation takes place through the 

concept of “autopoiesis”, that is, one learns by living and one 

lives to learn in a continuous and infinite process which could 

be related to the symbol of infinity in which the circles begin in 

a point and close soon after the cycle starts all over again, in 

short, in a more cyclical process. 

“The cognitive act, for Varela, is much more than simply 

problem solving.” References [5] and [6] state that “[...] a 

reflexive posture is necessary in the world in which we live; 

acceptance and respect for oneself and others are necessary 

without the need for competition.” 

Treating human beings without competition means breaking 

teaching paradigms with grades and medals, or rather: If 

someone loses, someone else wins, is that right? To what extent 

getting high grades is better compared to someone else, and in 

Maturana's perspective each one has multiple potentials and 

talents to be developed. Thinking from this point of view, the 

improvement of potential is fundamental. More specifically, art 

therapy develops in the following dimensions: cognitive, 

psychological, emotional and interrelational. To better 

understand, the concept of cognition is shown: “cognition is the 

co-occurrence of a double act of creation (poiesis) that 

configures, at the same time, the living and the world.” [7] 

“One of Maturana’s most important considerations for 

education and educating, when seeking to establish the 

ethological structures of human beings, was the conception that 

we are constituted in emotion and not in reason.” [8] As an 

example, the art therapy process and its benefits are presented 

below. 

Art Therapy converges with Jung's premise that man is 

guided by symbols, as it facilitates their contact, understanding 

and transformation through the creative process [4]. Art therapy 

is a field that encompasses different types of art, such as dance, 

painting, sculpture, music, theater, and is based on diverse 

psychological theories. This arises in an aspect of improvement 

of the self-knowledge of the being linked to the concept of 

autopoiesis by Maturana. Expressing feelings and desires 

through art. Thus, group work in art therapy allows: 

- sharing your work and while doing it; 

- knowing and recognizing yourself in your relationship with 

yourself and with other people as well; 

- the autonomy of the individual to express himself. 

The therapeutic process is, then, a path marked by symbols, 

which indicates and informs about stages of each person's 

individuation journey. By individuation we mean the arduous 

task of becoming an individual who seeks to live fully, 

integrating his talents, his pains and psychic faults. This is 

preferably a non-verbal process. This means that the approach 

and forms of intervention are intended to confront content 

inherent to primary and pre-verbal psychic processes. This 

individuation takes place through self-knowledge in the 

practices of artistic expression of art therapy. In this process of 

self-knowledge enters the concept of Maturana who defines that 

this process of autonomy generates self-knowledge and all 

knowledge is a creation, all creation is a knowledge. According 

to [9] there is no judgment and no reflections attached to theory 

for interpretations, in the interaction, precisely for the encounter 

to occur in this process, there is an opening to the new, to the 

unknown, in a process of joint exploration and experience. 

Everything is used in some way for individuals to express 

themselves. To better understand, below is a descriptive table 

with the main and important definitions found in the literature 

on the subject. 
 

TABLE I 
DEFINITIONS OF ART THERAPY 

Authors Definition of Art therapy 

[6] “Art therapy is the term that designates the use of artistic resources 
in therapeutic contexts. [...] it is a broad definition, as it presupposes 

that the process of artistic making has the potential for healing when 

the client is accompanied by an experienced art therapist, who builds 
a relationship with the client that facilitates the expansion of 

consciousness and self-knowledge, enabling change.” 

[14] “Art therapy is emotional healing through unlimited art combined 
with the therapeutic process. It is the practice that uses the 

individual's self-expression as a means of revealing oneself to the 

inner world.” 
[17] “There are countless possibilities of conceptualizing art therapy. One 

of them is to consider it as a therapeutic process resulting from the 

use of different expressive modalities, which serve the 
materialization of symbols.” 

[11] “Art therapy has been expanding its techniques in several areas of 

activity with health professionals, using it as a tool in health 
prevention and promotion. Aiming at the formation of the 

psychologist and its context, whether in the educational, clinical, 

community and/or organizational, covering its application in 
assessments, treatments, prevention and rehabilitation, linked mainly 

to mental health issues, not being linked only to consultations.” 

[12] “The activities carried out involve commands and instructions for 
specific themes, exploring autonomy in creation, working on the 

personal representations of the participants, allowing the expression 

and sharing of their perceptions, thoughts, knowledge and 
memories.” 

[10] "Art Therapy works on visuospatial perception, attention, memory 

and concentration, providing the individual with the feeling of 
accomplishment of the artistic work." 

 

Table I, therefore, presented important definitions on the 

subject. In this way, it can be seen that art therapy has 

emotional, psychological and self-awareness biases. This 

article has focused more on the benefits gained through the 

PROCESS OF INDIVIDUATION AND AWARENESS, BUT 

DOES NOT ENTIRELY exclude the others as they are 

interconnected. 

 

A. Autopoiesis 

Autopoiesis or autopoiesis comes from the Greek (auto = 

"self" and poiesis = "creation"). Poiesis is therefore a Greek 

term meaning production. According to Maturana [], the living 

being is, therefore, a structurally determined autopoietic 

machine. The structure of each living being specifies four 

domains (ibid.): 

• Domain of state changes, i. e., structural changes without 

changing the organization, thus maintaining class identity. 

• Mastery of destructive changes, i. e., disintegrating 

changes, losing the organization disappearing as a unit of a 

certain class. 

• Domain of disruptive interactions, that is, interactions that 

generate changes in 

state. 

• Mastery of destructive interactions, i. e., those that result in 
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destructive changes. 

 

The living being is, then, a dynamic system (a structurally 

determined machine) and, as such, its structure is constantly 

changing, which, in turn, implies constant variation in these 

structural domains. [16]. 

Going on the idea that “our experience is inextricably tied to 

our structure” [15] the authors define that “man is contained 

only in his own nature, in his human way of operating and self-

describe its experiential-perceptive universe, therefore: in its 

own being”. Thus, to better understand the process of 

autopoiesis, a table was made with the main definitions: 

 
TABLE II 

DEFINITIONS OF AUTOPOIESIS 

Authors 
Definition of Autopoiesis 

 

[15] 

"traditional way of approaching the 

cognitive act" which, according to 
him, always has to do with the 

indication of something external to 
the subject. 

 

[15] 

“The process of identity 

construction is circular: a network 
of metabolic productions that, 

among other things, produce a 

membrane that makes the very 
existence of the network possible. 

This fundamental circularity is 

therefore a unique self-production 
of the living unity at the cellular 

level. The term autopoiesis 

designates this minimal 
organization of the living”. 

 

[13] 

“meaning, in general, and the limits 
of meaning, in particular, then 

guarantee the inextricable 

interconnection between system and 
environment [...]” argues that 

autopoiesis not only characterizes 

the self-referring system, but also 
the self-referential system. self-

produces, that is, it produces itself 

as a systemic unit. This means that 
the system is capable of 

differentiating itself from its 

environment, this environment 
being always the condition of 

possibility of the system. By 

differentiating itself from the 
environment, the system constitutes 

itself as a discrete unit that reduces 
complexity. 

 

 

According to table 2, the discussion of the article will be 

based on Maturana's definition, in which autopoiesis addressing 

cognition. The autopoiesis of consciousness is, therefore, the 

“real basis of individuality” of psychic systems [13] Bringing 

something external to the subject, it is also necessary to delve 

into Systems Theory, which is seen in a more integrative way.  

With this new conception, (Social Systems) is the book in 

which the author Luhmann [13] redefines the notions of 

“system” and “function”, differently from the entire systemic 

and functionalist tradition, initiating a paradigm shift at three 

levels of analysis. in the systems thinking of the social sciences. 

III. METHODOLOGY 

Methodological procedures 

The base theory for the present article is from Maturana, an 

autopoietic and interpretivist worldview. For the author, in a 

nutshell, all doing is knowing and all knowing is doing. In the 

sense that in every action there is a unique experience for each 

individual with individualities and talents. 

The inclusion criteria for the articles were: articles published 

in Portuguese, English and Spanish, between 2017 and 2021 in 

order to collect more recent studies; all published articles 

related to Art Therapy and Autopoiesis. 

Strategies to locate the articles were adapted for each 

database, having as a guideline the question and the inclusion 

criteria of the integrative review, previously established to 

maintain coherence in the search for articles and avoid bias. 

Then, an online questionnaire was developed and applied in 

Facebook groups that had art professionals who already work 

in the area with the objective of collecting relevant information 

for the discussion of the article. For data collection, it took 4 

weeks to collect responses plus the qualitative analysis of the 

questionnaire responses. 

 

A. Discussion 

Art therapy presents itself as an important instrument for the 

development of human beings. To carry out the questionnaire, 

it extracted the answers of the professionals in relation to the 

advantages and needs of online art therapy. The questions 

created for the application of the form were: 

Is art therapy a useful therapy in treating individuals with 

psychological problems? 

 

Is art therapy a tool that can stimulate creativity by 

promoting individual well-being and improving quality of life 

in the online context? 

 

Is art therapy a tool that contributes to the integral 

development of the human being? 

 

Is art therapy a tool that can stimulate the reconnection of 

the individual to the collective? 

 

Is art therapy a tool that can stimulate the individual's 

AUTONOMY? 

 

Does art therapy allow expanding the patient's general 

knowledge and providing more integrated care? 

 

Does the proposal of creative activities in the treatment favor 

an improvement in the individual's autonomy of actions? 

 

Does the proposal of creative activities in the treatment favor 

an improvement in expression and dialogue between students? 

 

Does art therapy favor the approximation of the human being 

through dialogues? 
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Is art therapy an instrument that allows the manifestation of 

individual subjectivity? 

 

Define in one word the main benefit of art therapy. The 

questions generally proposed to investigate how art therapy can 

stimulate creativity and self-knowledge, promoting individual 

well-being and qualitatively improving quality of life. The last 

question of the questionnaire aimed to identify in just one word 

in order to better understand the main benefit. 

Analyzing the answers, 28.6% define the main benefit of art 

therapy as Self-knowledge. Therefore, it has more advantages 

than disadvantages for people with anxiety disorders. Some of 

the answers to the last question of the questionnaire were: 

 

“Art therapy restarts us, gives us autonomy, brings us 

internal communication to the external.” 

 

"Mental health." 

 

“Self Integration” 

 

"Expansion" 

 

"Mental health" 

 

"Self knowledge" 

 

"Acceptance" 

 

Figure 1 - Graph of the questionnaire responses 

 
Source: Own authorship (2022) 

 

Analyzing the answers in Figure 1, 38.6% define the main 

benefit of art therapy as Self-knowledge. 

 

IV. RESULTS 

 

Knowledge also comes from the creative force of people who 

build themselves into systems. Therefore, with this article it can 

be concluded that art therapy seen from Maturana's point of 

view favors the integral development of the human being in 

dimensions such as: cognitive, psychological, emotional and 

interrelational. Taking a new look at the understanding of what 

we call knowing and acting in the world, thus allowing the 

construction of a world and a better future for all. 

As a result, it is present the analysis of the questionnaire 

applied to an online group of art professionals in order to 

identify benefits of the practice. An infographic is also 

presented with the main inherent quests of the human being 

along with the benefits of the practice of art therapy and the 

relationship with Maturana's theory. 

 

A. Recommendations 

As a result, an infographic of the main benefits found in the 

practice of autopoiesis in art therapy is presented, as shown in 

Figure 2 below: 

 

Figure 2 - Infographic of the benefits of Art Therapy in the 

practice of autopoiesis 

 
Source: Own authorship (2022) 

 

The benefits are numerous identified according to Figure 3 

are: self-knowledge, improvement of sense perception, self-

awareness, expansion of knowledge through techniques and 

observation, improvements in cognition, sense of self-

construction, development of creativity and construction. 

 

V.  CONCLUSIONS  

The article, thus, managed to achieve the general objective 

and brought important contributions on the subject in question, 

correlating with Maturana's theory on autopoiesis. Art therapy 

emerges, then, as a new aspect of awareness of the power of the 

now and reconnection with the emotions of the present.  

Life is, therefore, a non-linear construction of cycles of 

autopoiesis in which self-construction takes place in the 

potentialities of searches inherent to the human being and one 

of the searches is to express oneself using what is more human 

than we have the expression of the creativity that emerges. of 

the love of feeling full or reaching fullness in self-realization. 

Such searches are expressed through the constant practice of 

artistic expression and in the integral development of the human 

being with the 3 aspects identified through the analysis: 

dialogue with oneself and with others, loving oneself (in the 

construction of self-esteem) and in the construction of 

autonomy in the action of each practice within art therapy. 

Some limitations found: few databases, lack of exploring the 

more behavioral aspect. 

Here are some suggestions for future work: apply this study 
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to more people and companies as well, deepen the study with 

more databases, set up an observation and establish similarities 

and differences between face-to-face and online art therapy. 

Art therapy thus becomes an important tool for professionals 

in the field to understand how the integral improvement of the 

human being takes place. Bringing expression and creativity as 

foundations for the autopoiesis of the human being in a more 

integral vision of self-knowledge.  

Life, therefore, is creation and knowing oneself is an act of 

poiesis. 

ACKNOWLEDGMENT 

Thanks the possibility of improving studies and conscience. 

Honest gratitude to the tutor and university for support, 

persistent help and encouragement. 

REFERENCES   

[1] J. L. C. Bucho. THE TREE OF COMPETENCES IN CREATIVITY: 
TREE OF KNOWLEDGE AND LIFE. 

[2] M.G. Ditrrich. The body-creator: the key to a hermeneutics of the work of 

art. Fragments of Culture, Goiânia: Publisher of the Catholic University 
of Goiás, 14(5), 2004. 

[3] M. Koefender. Art therapy, an oasis in the condition of human health: art, 

health and spirituality., 2020. 
[4] G.G.L. Bilbao,  V.E, Cury. The artist and his art: a phenomenological 

study. Paidéia (Ribeirão Preto),  pp 16(33), 91-100, 2006. 

[5] A.D. Eirado, E. Passos. “The notion of autonomy and the dimension of 
the virtual. (Psychology under study)”, 9, 77-85., 2004. 

[6] S. Ciornai, “Paths in art therapy Gestalt art therapy, art in psychotherapy, 

supervision in art therapy”, (Vol. 62). Editorial Summus., 2004. 
[7] B., Vianna, L.A.B. Andrade, & N.M. Vaz,. Teaching is impossible, and 

learning inevitable: comments on the epistemology of Humberto 

Maturana. Revista Helius, 3(2, fasc. 2), pp. 1183-1227, 2020. 
[8] M., Naputano, & Justo, J.S. Maturana's biology of knowing and some 

considerations applied to education. Science & Education (Bauru), 24, 
729-740, 2018. 

[9] Fiorindo¹, P. P. (2014). Art Therapy and Analytical Psychology. 

[10] De Souza, H. S.; Pereira, M. S. Rehabilitation through art: A new 

perspective in the treatment of neuropsychological disorders. 
[Monograph] Candido Mendes University, Rio de Janeiro, RJ, Brazil.  

[accessed in 2021 Nov 21] Available at: 

http://www.avm.edu.br/docpdf/monografias_publicadas/c203998.pdf, 
2009. 

[11] A.C.D. Reis. “Art therapy: art as an instrument in the work of the 

Psychologist. (Psychology: Science and Profession)”, 34, 142-157, 2014. 
[12] T.M. Duarte, R.F.C, Santos. “Art therapy and cognitive aspects: an 

integrative review”, 2021. 

[13] N. Luhmann. “Social systems: outline of a general theory. (Voices 
Publisher)”., 2016. 

[14] Martinie, J.M.T., Filha, M.T.J.C., & Menta, S.A. (2002). Art therapy: 

occupational therapy resource in the elderly. Multithemes. 
[15] H. Maturana, and F. Varela. “The tree of knowledge. (Sao Paulo: Palas 

Athena), 2.”, 2001. 

[16] M.A. Moreira. “Maturana's epistemology. Science & Education (Bauru)”, 
10, pp. 597-606, 2004. 

[17] A. Philippini,. But what exactly is Art Therapy? Images of 
Transformation Magazine, 5, 4-9, 1998. 

 

 
 

 

 
 

 

 
 

 

107



Conference Proceedings, Paris France June 22-23, 2023

Creating Inclusive Workplace Practices to 

Support Individuals with Dyslexia Across the 

Employment Lifecycle; Perspectives from 

Employers, Managers and Employees with 

Dyslexia 
 

Shae Wissell,1 Leila Karimi2&4, Tanya Serry3, Lisa Furlong 3&5 and Judith Hudson6 

1 School of Psychology and Public Health, University, Bundoora, Australia 

2 School of Health and Biomedical Sciences, Psychology Department, RMIT University, Melbourne, 

Australia 

3 School of Education, La Trobe University, Bundoora, Australia 

4 School of Medicine and Healthcare Management, Caucasus University, Tbilisi, Georgia 

5 Child Well-being Research Institute, University of Canterbury, New Zealand 

6 School of Education, University Tasmania, Hobart, Australia 

Abstract— 

Background: Employment and job security are key influences on health and wellbeing. 

Dyslexia affects approximately 1 in 10 individuals and is a lifelong disability. Little is known 

about the workplace practices through the lens of individuals with dyslexia and those who 

employ and manage dyslexic employees. Materials and Methods: Individual structured 

interviews were used to seek perspectives from two participant groups. The first study 

investigated the perspectives of 14 Australian adults with dyslexia in relation to their 

experiences, progression and performance management in the workplace. This data were 

analysed within the Job Demands-Resources Model of Burnout (JD-R Model) , which explores 

links between workplace characteristics and employee wellbeing. The second study explored 

the perspectives of four employers and managers about their experiences and self-efficacy 

managing dyslexic employees as well as their views on workplace inclusivity. Deductive 

content analysis was utilised to categorise and analyse the responses of participants. Results: 

Study 1: Of the 14 participants (adults with dyslexia) all reported experiencing challenges at 

different points throughout their employment, including a lack of awareness of dyslexia as a 

disability, exhaustion and discrimination. Many felt indecisive about whether to disclose their 

dyslexia in the workplace. A minority reported receiving positive, useful support from team 

members following disclosure. Study 2: Responses from employers and managers (n=4) 

indicated that although they personally had a some awareness of the challenges facing 

employees with dyslexia, they felt there was a lack of broader awareness and understanding of 

dyslexia as a disability, which could make it challenging for those with dyslexia, across their 

workplaces. They felt with the right reasonable adjustments in place those with dyslexia could 

complete work tasks to a high standard. By merging the results from these two studies, we were 

able to gain a better understanding of some of the workplace challenges faced by people with 

dyslexia and ways to improve organisational practices and inclusion. Although this study was 

conducted in a single state in Australia with a relatively small sample size, we present 

preliminary evidence demonstrating that employees with dyslexia face unique challenges 
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related top their disability and this was often amplified by low levels of understanding about 

dyslexia from their peers. Additionally, employers and managers felt there was a lack of 

understanding of dyslexia as a disability and that workplaces could be doing more to create 

inclusive working environment. At present, dyslexia appears to be a risk factor to career 

satisfaction and success for many with the condition. To mitigate these difficulties, whole of 

organisation awareness training and the adoption of inclusive workplace practices could 

improve outcomes for employees with dyslexia. With inclusive, supportive, educated 

workplace environment, we would expect more employees with dyslexia to flourish, however 

further research particularly in an Australian setting is necessary to build on these finds, so we 

can garner a deeper and broader understanding of the issued faced by employers, managers and 

dyslexic employees. 

 

Keywords: dyslexia, adults, disability, inclusion and diversity, workplaces, Australia, job 

demands resource model of burn out, employers, managers. 
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Abstract— This essay examines the reception of Caspar David 

Friedrich in a range of cultural contexts and periods, using myriad 

writings, exhibitions, and images as supporting evidence. Drawing 

on theories of reception, it is argued that the history of reception of 

Friedrich’s paintings in its following centuries is forged as much by 

the artist himself -which can be elucidated through the lenses of 

paradigmatic shift (or, Prädisposition), the gap theory 

(Unbestimmtheitsstele), and the inner communicativeness of the 

work- as by the audiences of his works. Various social and political 

forces are partially responsible for constituting the meaning of his 

paintings. Through the examination of his audiences’ reception, two 

types of narratives are put into investigation: one depicting Friedrich 

as a romantic art maker and one treating him as a German national 

symbol. Each narrative is argued to demonstrate the case of 

essentialization—the process of reducing a complex event to one 

facet and treating it as an entirety—while in certain radical 

circumstances, it develops into mythification and 

‘pseudomorphoses.’ But the condition that permits essentialization 

is rooted in the artistic characteristic constructed by the artist 

himself. Friedrich’s oeuvre communicates with every audience 

individually, and eradicates the notion of ‘intended audience,’ even 

though some of his works are directly commissioned by one 

individual. Thus, audiences are not intended to be forced to accept a 

singular interpretation or asked to conceal one’s non-German 

cultural background, which prevents the possibility of having a 

unanimous narrative and justifies for projecting personal social 

prejudices onto the reception that leads to essentialization. The 

obvious setbacks of this method are that some cultures or periods 

will be excluded from the discussion and some heterogeneous 

situations where different narratives interwoven are being 

dichotomized. Notwithstanding, this paper aims to shed some light 

on the peculiarity of Friedrich’s history of reception and thereby to 

investigate the dynamic interaction between the painter and 

audiences. 

 

Keywords— Caspar David Friedrich, German art, romanticism, 

reception theory, historiography. 
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Abstract— In recent decades, Chronic infections lead patients 

to become increasingly susceptible to multidrug resistant bacteria 

strains. Metal-based porphyrin complexes are critical pigmentsthat 

can selfassemble and create geometric nano structures that have 

antibacterial activity against grampositive and gram-negative 

bacteria. In this study Zinc (II) porphyrin-based molecules, ZnTPP 

(zinc(II)tetrakis(4-phenyl)porphyrin), were synthesized and self-

assembled during acid-base neutralization. The product was 

identified by UV-Vis, PXRD, FT-IR, and FE-SEM analysis. The 

antibacterial activity of synthesized nanoparticles compared with the 

molecular form of the porphyrin compound was investigated by 

determining the average zone of inhibition growth of diameter 

method. The antibacterial performance of synthesized porphyrinic 

nanoparticles was also evaluated for two strains of each E. coli and 

S. aureus bacteria with the MIC and MBC values determination. The 

equal achieved values of MIC and MBC of Zinc (II) porphyrin 

nanoparticles for both E. coli (ATCC 25922) and S. aureus (ATCC 

25923) bacteria make the self-assembled ZnTPP nanoparticles as 

bactericidal agents. 

 

Keywords— Zinc (II) porphyrin, antibacterial, nanoparticles, 

self-assembly, bacteria strains. 
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Abstract— The radicalization of violent extremism continues to 

produce strenuous challenges for private citizens, businesses, and 

political institutions around the world. Namely, the proliferation of 

potentially harmful content such as conspiracy theories and 

disinformation. Previous research has implicated the involvement of 

various socio-cognitive mechanisms, group processes, and individual 

personality traits in the facilitation of an individual’s pathway to 

committing non-violent/ violent actions. This research conceptualizes 

propagandist content as an influencer of an individual’s cognitive 

processes. The current paper compares narratives and conspiracy 

theories that are being shared in anti-government and white 

supremacist extremist communities on Telegram. The present research 

utilized an exploratory observation methodology to collect comments, 

video clips, photos, and news articles in four open communities (n= 

200). Comparative analyses performed on the narratives coded (n= 

247) report that 37% and 40% fit into alleged mass corruption and anti-

diversity narrative domains, respectively. A total of 18% pushed false 

and often fabricated information concerning the COVID-19 pandemic. 

Meanwhile, 2% focused on LGBT+ issues, and 3% of narratives 

targeted migrants and Immigration policies. 

Keywords— Cognitive Science, Social Psychology, Domestic 

Extremism, Conspiracy Beliefs.  

I. INTRODUCTION 

he term conspiracy theory has been used in the general 

population extensively, and many individuals (especially 

those with access to the internet) may be able to recall at least 

one that they have heard [7]. However, researchers have 

previously grappled with defining the term 'conspiracy theory' 

thus, many varying definitions exist and are used to describe this 

peculiar phenomenon. For instance, citing Keeley, 1999 and 

Pigden, 1995, Douglas and colleagues define a conspiracy 

theory as an attempt by an individual, or groups of individuals 

to explain any causal factors for a significant social or political 

event, and often these contain claims of a secret plot being 

orchestrated by two or more powerful entities [5], [21]. The 

present research defines a conspiracy theory as multiple 

networks of misinformation or disinformation which can be 

utilized to explain any ultimate causes of social, political, or 

significant events. Furthermore, although varying definitions are 

ascribed to the term, certain characteristics of conspiracy 

theories exhibited are universal. For instance, redundancy 

among various conspiratorial claims can be found in some anti-

vaccination disinformation. Adherence to rumors surrounding 

the Polio vaccine has led to new upticks in the number of cases 

in some developing countries and has historically featured tales 

of infertility as an  
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alleged result of receiving inoculation [5], [7], [9]. The 

recirculation of claims of adverse effects from receiving 

vaccinations may morph over time, and ‘adapt’ to the social 

environment in which it is to be propagated. In a recent study, 

3,000 participants in the United States responded to an online 

survey that was employed to assess their belief in conspiracy 

theories regarding the Covid-19 pandemic. The participant’s 

political partisanship, tendency to observe events as being 

explained by a conspiracy and the extent to which they 

experience feelings of uncertainty were measured using several 

multi-item psychological scales. Of the participants, nearly 30% 

of them agreed that “Former CEO Bill Gates is creating a 

tracking device to be injected with the coronavirus vaccine” was 

probably true, while 16% agreed that the statement was true [15]. 

In an American societal context, some conspiracy theories sown 

into varying aspects of popular culture pertain to the alleged 

containment of highly intelligent extraterrestrial creatures by the 

United States Military at a compound in New Mexico, Arizona. 

This conspiracy theory recycles claims that the United States 

government is run by a few powerful people who harbor 

malicious intentions, in this case with the goal of deceiving the 

public in mass. However, despite the popularity of the Area 51 

conspiracy theory few, if any, violent events have resulted from 

the widespread propagation of these claims. By contrast, anti-

vaccination conspiracy theories have been used by an array of 

actors to encourage demonstrations, some of them violent, in 

countries including Canada, the United States, Australia, and 

Germany [19]. Furthermore, rising trends of ideologically 

motivated crime linked to the Qanon super-conspiracy theory 

(or Qanon conspiracy theory) have been reported by several 

investigative entities including The National Consortium for the 

Study of Terrorism and Responses to Terrorism (START) which 

published the Qanon Offenders in the United States brief 

detailing data collected on Qanon followers who have been 

arrested and accused of committing a crime. In the United States 

alone a little over one-hundred individuals have been arrested 

and accused of engaging in criminal activity. Several 

characteristics of the criminal charges stick out across the wide 

collection of criminal behaviors, notably violent behavior was 

not always the outcome, as in an unsolved 2019 case involving 

a woman throwing objects at a church in Massachusetts. Video 

evidence shows this woman allegedly proceeding to ‘tag’ the 

building with references to “JFK Jr.,” and “David de 

Rothschild”, an allusion to several antisemitic conspiracy 

theories frequently cited in Qanon mythology. Initially, the data 

were collected in the United States however this was expanded 

to include the rising international cases [10]. At first glance, the 

premise of some claims espoused by Qanon adherents may 

appear outlandish as there ceases to be demonstrable evidence 

of a large human/child-trafficking ring being run by large 

networks of political leaders and celebrities. Sentiments of 

paranoid distrust in authority figures (e.g., law enforcement), 

perceptions that abuse against children is not receiving adequate 

media or government attention or fearing perceived attacks on 
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spirituality appear to give the Qanon mythology its allure. 

Indeed, an Arizona resident was arrested in 2019 after they 

allegedly live streamed themselves tampering with the water 

tanks owned by an organization, they previously accused of 

trafficking children. Moreover, early psychological research into 

conspiracism emphasized psychological dysfunction as one 

significant predictor of the likelihood of an individual adopting 

a conspiracy theory. In their 2018 meta-analysis of the 

psychological literature on conspiracy theories, Goreis & 

Voracek identify several individuals correlates of conspiracy 

belief that revealed pathological tenants of paranoia, schizotypy, 

narcissism, and anomia [7]. Research into the potential 

psychopathology of a ‘conspiracist mindset’ has shifted to 

understanding non-clinical and sub-clinical traits which more 

accurately assess the widespread phenomena of belief in varying 

conspiracy theories given recent evidence demonstrating that in 

general, belief in conspiracy theories is a popular occurrence [5], 

[22]. Furthermore, prior investigations have revealed 

compelling evidence which suggests belief between individual 

conspiracy theories are strongly correlated thus if someone 

believes in one conspiracy theory, they are more likely to adhere 

to an additional conspiracy theory [16]. Consequently, some 

psychologists and social science researchers have hypothesized 

conspiracy theories might form a mutually supportive network 

of beliefs that cyclically reinforce themselves, though 

conceptualization of the 'monological belief system' has failed to 

explain how contradicting conspiracy theories are able to be held 

by an individual simultaneously [4], [24]. Wood, Douglas, and 

Sutton analyzed these findings to explain the peculiarity of an 

individual's capability to hold contradictory conspiratorial 

beliefs. Their study demonstrated that adherence to 

contradictory conspiracy theories is driven by more subliminal 

'agreements' among varying conspiratorial beliefs. These 

‘agreements’ refer to 'higher-order beliefs’ which indirectly 

construct the individual’s perceptions of their world [24]. 

Accompanying ‘higher- order beliefs’, such as the need for 

certainty (e.g., can be expressed as obtaining information from 

unreliable sources after a major event), are complex cognitive 

processes that have been thought to underlie the process of 

several social phenomena such as the use of conspiracy theories 

in ideologically extreme content. 

 
Narratives can act as ‘affective agonists 

  

General political attitudes are considered by many researchers to be 

the product of normal psychosocial processes. Thus, affective 

radicalization generally refers to the process of an individual or their 

ingroup adhering to an ideology, cause, or movement to the extent of 

great extremity, beyond these normative psychological processes. A 

popular representation of radicalization centers on extreme social-

political ideologies such as Anarchism or Nazism. However, in several 

studies, radicalization has been recorded in other domains such as 

religion. This paper’s objective seeks to examine how conspiracy 

theories influence an individual’s radicalization trajectory. As 

radicalization is both a cognitive and an affective process, the 

messaging within the narrative can prove to be reasonably effective 

depending on the target, and the narrative domain. A notable event in 

the United States, the Jan 6th   attack, which took place in early 2021, 

consisted of many adherents who gathered under the pretense of 

protesting an allegedly illegal federal election. The crowd was 

composed of an amalgamation of different types of right-wing 

‘conspiracy theorists, political extremists, and general citizens who 

may have not engaged in these prolonged intergroup interactions under 

normative circumstances. Some recent studies present a clearer 

understanding of how election fraud conspiracy theories were spread 

months prior to this display of violent antisocial behavior, which 

initially spurred vicious rows in online discourse [20]. Epidemic 

factors—characteristics modulating the spread and transmission of a 

conspiracy theory— may have included increased anxieties over a 

change of governing administrations, salience of political polarization, 

social prejudice discussed in popular media, or fear over public health 

regulations [9]. Endemic factors—a baseline of societal discourse 

which is mostly present in a variety of contexts— could have included 

access to information via the internet or actors propagating constant 

disinformation online years prior to the attack to name a few [15], [20], 

[25]. A culmination of both epidemic and endemic factors might 

enable a particular conspiracy theory, election fraud in this case, to 

transmit an ‘affective- agonist’ termed a narrative. This paper’s 

conceptualization of a narrative parallels a trojan horse design in which 

conspiracy theories are used by malicious actors to implicitly transmit 

a specific narrative— through exposure—to vulnerable individuals. 

Narratives can infer larger themes of evil or harm in society should be 

dealt with by a range of means (e.g., being manipulated by a totalitarian 

political system requires armed action to bring an end to the evil acts) 

based on one or multiple networks of conspiracy theories (e.g., claims 

of tampered voting machines favoring a particular political candidate 

in an election). Narratives are often used in the radicalization process 

to change the affective state and goals of the target to align with the 

message being disseminated. In recent years an emerging focus on the 

neural correlates of the cognitive processes involved in radical 

thinking has taken way. Amodio and colleagues examined political 

attitudes using functional neuroimaging methods and found significant 

underactivity in regions associated with monitoring conflicting 

situations were prevalent in conservative participants [1]. Their study 

is in line with some cognitive antecedents of radicalization. For 

instance, Gerber and colleagues in their study on the cognitive 

flexibility of partisans demonstrated that ‘left-leaning participants 

were more tolerant of uncertain situations and complex circumstances. 

Conservative participants showed less cognitive flexibility [3]. 

Furthermore, Zmigrod [26] argues for a neurocognitive model of 

political behavior in which neurocognitive dispositions- biologically 

based differences in information processing, evaluations, and making 

decisions- are stable and implicit processes within the ‘political brain’. 

The present research then seeks to evaluate the implicit messaging 

within content that is ultimately aimed at persuading people to change 

or reinforce their political convictions in an extreme manner. 

Communities 

Usage of the private-messaging social media platform, Telegram, to 

disseminate extreme content and conspiracy theories has captivated 

researchers in recent years. Thus, four communities operating on the 

private-messaging social media platform (version 8.1.4) made up the 

sources for all samples collected in the present study. The War on 

Whites revised the name of the community and migrated from the 

original channel in March of 2022. Prior to migrating to the new 

channel, the community hosted 1,806 subscribers and increased its 

audience to 4,758 subscribers in May of 2022. The Western Chauvinist 

channel hosts 41,473 subscribers, Expose the ‘Pedos’ End the Cabal 

hosts 26,272 subscribers and Dismantling the Cabal hosts 55,219 
subscribers. 

Narrative Inclusion 

A set of descriptive criteria were designed to categorize the content 

collected during each observational period. Media expressing 

unreasonable skepticism and mistrust in vaccines, public health 

institutions/ figures, public health procedures, or regulations was 
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coded as anti- vaccination. Figure A provides an example of such a 

post. Media included as mass corruption usually contained claims 

alleging illegal or severely unethical actions were being committed by 

government entities such as the federal government, or persons 

perceived as “elite”. In communities where Qanon mythology was 

prevalent, some popular figures received constant allegations of 

committing several crimes against children. Anti- “wokeness” is a term 

often used in far-right communities referring to a stereotyped political 

platform associated with left-leaning political parties and 

communities. Media that unreasonably criticized efforts to remedy 

racial tensions and perceived social inequalities were included. Most 

media coded in this category featured distasteful representations of 

other ethnic identities, and frequently expressed fears over being 

replaced and shunned in society based on white identity. Another 

narrative category, anti-LGBTQ, included media signaling extreme 

aversion to actions, remarks, and popular culture that promotes 

socially progressive ideals regarding the LGBTQ+ community. Anti-

immigration coded media generally had extreme political positions 

regarding refugee and migration policies, and distasteful 

characterizations of migrants. During the initial observation stage, the 

content was analyzed using the inclusion criterion detailed in the 

previous. Following the initial assessment, the content meeting at least 

one criterion was then coded in Microsoft Excel (Figure B). 

Results 

Narratives extracted from the content collected across four 

communities (n=247) were transferred into R (ISwR package). A total 

of five narrative visualizations were generated. Four graphs detail 

aggregates of narrative domains by the community (figure C-F). A 

basic measure for overlapping narratives was designed to assess the 

salience of the chosen narrative domains in this paper (Figure G). 

Finally, a comparative analysis was performed on the data to further 

assess the content and narratives. The War on whites contributed a total 

of 23% (n= 68) narratives across all four criteria, excluding anti-

vaccination narratives (Figure C). The Western Chauvinist channel 

contributed slightly more narratives totaling about 24% (n= 72) of the 

entire sample. Expose the Pedos’ end The Cabal contributed the largest 

amount of content (n= 94) to the current sample collected in this paper. 

Lastly, Dismantling the Cabal shared 22% (n= 67) of the total sample. 

A total of 37% (n= 88) of narratives focused on allegations of mass 

corruption being committed by government authorities and various 

celebrities. The highest narrative domain concerned narratives that 

expressed overt racial prejudice (40%). Of the total narratives collected 

in this domain, many featured calls for “white unity”, references to 

Adolf Hitler, the Democratic Socialist Party (DSP), and often the 

content was of news stories relating to criminal activities in one’s area. 

There were 17% overlapping narrative domains, most of which were 
coded across two anti- government channels (DTC and WC). 

 

Figure A. This snapshot of a video features anti-vaccination 
narratives. 

 
Figure B. Data were coded into Microsoft Excel prior to their 

transfer to RStudio. 
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Figure C. The total amount of narratives coded from The War on 

Whites. The War on whites contributed a total of 23% (n= 68) 

narratives across all four criteria, excluding anti-vaccination and anti-
lgbt narratives. 

 
Figure D. The total number of narratives coded from The Western 

Chauvinist.  

 
Figure E. The total amount of narratives coded from Expose the Pedos 

End the Cabal. 

 
Figure F. The total amount of narratives coded from Dismantling the 
Cabal.  

115



Conference Proceedings, Paris France June 22-23, 2023

 

 

 

 

 

 
Figure G. Total amount of overlapping narrative domains in each 

community. 

II. DISCUSSION 

 Individuals who regularly engage with disinformation have been 

shown to harbor more prejudice views and be cognitively inflexible. 

The present research report is in line with previous analyses 

demonstrating that far-right disinformation and propaganda often 

targets minority communities, political figures and institutions. 

However, very little can be inferred about the broader ecological 

nature of extremism on social media websites given the limitations 

of the current data utilized by the present study. 
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Abstract— Voters across the country are transferring the power 

of redistricting from the state legislatures to commissions to secure 

“fairer” districts, by curbing the influence of gerrymandering on 

redistricting. Gerrymandering, intentionally drawing distorted 

districts to achieve a political advantage, has become extremely 

prevalent, generating widespread voter dissatisfaction, and resulting 

in states adopting commissions for redistricting. 

 

However, the efficacy of these commissions is dubious, with some 

arguing that they constitute a panacea for gerrymandering, while 

others contend that commissions have relatively little effect on 

gerrymandering. A result showing that commissions are effective 

would allay these fears, supplying ammunition for activists across the 

country to advocate for commissions in their state, reducing the 

influence of gerrymandering across the nation. However, a result 

against commissions may reaffirm doubts about commissions and 

pressure lawmakers to make improvements to commissions or even 

abandon the commission system entirely. Additionally, these 

commissions are publicly funded: so, voters have a financial interest 

and responsibility to know if these commissions are effective. 

Currently, nine states place commissions in charge of redistricting, 

Arizona, California, Colorado, Michigan, Idaho, Montana, 

Washington, and New Jersey (Hawaii also has a commission but will 

be excluded for reasons mentioned later). 

 
This study compares the degree of gerrymandering in the 2022 

election (“after”) to the election in which voters decided to adopt 

commissions (“before”). The before election provides a valuable 

benchmark for assessing the efficacy of commissions since voters in 

those elections clearly found the districts to be unfair, therefore 

comparing the current election to that one is a good way to determine 

if commissions have improved the situation. At the time Hawaii 

adopted commissions, it was merely a single at-large district so its 

before metrics could not be calculated, and it was excluded. 

 

This study will use three methods to quantify the degree of 

gerrymandering: the efficiency gap, the percentage of seats and the 

percentage of votes difference, and the mean-median difference. Each 

of these metrics has unique advantages and disadvantages, but 

together, they form a balanced approach to quantifying 

gerrymandering. 

 

The study uses a Wilcoxon Signed-Rank Test with a null 

hypothesis that the value of the metrics is greater than or equal to in 

the after election than before and an alternative hypothesis that the 
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value of these metrics is greater in the before election than after using 

a 0.05 significance level and an expected difference of 0. Accepting  

 the alternative hypothesis would constitute evidence that 

commissions reduce gerrymandering to a statistically significant 

degree. 

 
However, this study could not conclude that commissions are 

effective. The p values obtained for all three metrics (p=0.42 for the  

efficiency gap, p=0.94 for the percentage of seats and percentage of 

votes difference, and p=0.47 for the mean-median difference) were 

extremely high and far from the necessary value needed to conclude 

that commissions are effective. These results halt optimism on 

commissions and should spur serious discussion about the 

effectiveness of these commissions and ways to change them moving 

forward so that they can accomplish their goal of generating fairer 

districts. 
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Abstract—Heart disease is one of the leading causes for death in 
the world, and coronary heart disease (CHD) is one of the major heart 
diseases. Electrocardiogram (ECG) is widely used in the detection of 
heart diseases, but the traditional manual method for CHD prediction 
by analyzing ECG requires lots of professional knowledge for doctors. 
This paper introduces sliding window and continuous wavelet 
transform (CWT) to transform ECG signals into images, and then 

ResNet and Bi-LSTM are introduced to build the ECG feature 
extraction network (namely ECGNet). At last, an auxiliary system for 
coronary heart disease prediction was developed based on modified 
ResNet18 and Bi-LSTM, the public ECG dataset of CHD from 
MIMIC-3 was used to train and test the system. The experimental 
results show that the accuracy of the method is 83%, and the F1-score 
is 83%. Compared with the available methods for CHD prediction 
based on ECG, such as kNN, decision tree, VGGNet, etc., this method 

not only improves the prediction accuracy, but also could avoid the 
degradation phenomenon of deep learning network. 
 

Keywords—Bi-LSTM, CHD, ECG, ResNet, Sliding window. 

I. INTRODUCTION 

EART disease is the main cause of death nowadays, and 

CHD is the most common form of cardiovascular disease, 

accounting for about 13% of deaths in the United States [1]. 

Timely diagnosis of CHD is crucial to reduce the health risks 

caused by CHD such as cardiac arrest, so researchers began to 

study auxiliary diagnostic techniques for CHD. 

In medicine, the auxiliary diagnostic techniques of CHD 

mainly include the auxiliary diagnosis based on physiological 

indicators, based on cardiac medical imaging and based on 

ECG.  Among them, studies on auxiliary diagnosis based on 

physiological indicators: Kannel et al. found that major risk 

factors such as hypertension, high cholesterol and diabetes are 

related to CHD [2]; Uyar et al. 's study on the general population 

showed that high levels of creatinine in blood can increase the 

risk of CHD [3]; In addition, blood cholesterol and glycoprotein 

levels in patients with CHD have been found to be consistently 

and significantly increased [4]. However, these measurements 

and analyses of many physiological indicators of CHD will 

increase the complexity of auxiliary diagnosis. In contrast, the 

auxiliary diagnosis of CHD based on medical imaging has the 

characteristics of accuracy and efficiency. For example, Madani 

et al. used a deep learning model [5] on echocardiogram images  
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to judge CHD; Shi et al. applied Coronary arteriography (CAG) 

technique to the identification and diagnosis of CHD in Chinese 

medicine and achieved good results [6]. However, imaging test 

for CHD are expensive and the use of imaging techniques can 

be physically damaging to patients. ECG monitors patients' 

real-time ECG signals to assist doctors in disease diagnosis, and 

is a commonly used auxiliary diagnostic technique for CHD [7]. 

For example, Jin et al. used ECG signals to predict clinically 

important parameters related to patients with CHD (such as 

heart rate and axial migration) [8]; Wang et al. analyzed the 

nonlinear dynamic characteristics of ECG to diagnose CHD [9].  

With the development of IT technology, researchers apply 

machine learning techniques to the study of CHD auxiliary 

diagnostic technology. Among them, the techniques using 

traditional machine learning algorithms are based on statistical 

analysis, decision tree and artificial neural network. For 

example, Cross et al. proposed a risk scoring system for clinical 

risk factors of CHD based on Cox regression model using 

physiological indicators such as serum protein, etc. to prevent 

the occurrence of CHD [10]; Meghan et al studied the 

relationship between serum ferritin and the risk of CHD by 

using logistic regression and found that the risk of CHD 

increased by 5.1% for every 10 units of serum ferritin increase 

[11]. However, the simple prediction effect of these regression 

analysis methods is not significant. In terms of relevant research 

based on decision tree: Maryam et al. established a prediction 

model of CHD based on 12 physiological indicators by using 

decision tree algorithm [12]; Karaolis et al. used C4.5 decision 

tree to predict the occurrence of CHD based on three groups of 

physiological indicators, with an accuracy of 75% [13]. 

However, the method based on decision tree ignores the 

correlation between data and is prone to overfitting. In terms of 

research based on artificial neural network: Rajeswari et al. 

proposed to use artificial neural network technology to mine 

knowledge from medical data to identify the risk level of CHD 

[14]. However, artificial neural networks are less efficient to 

train against large architectures. Most of the above machine 

learning methods for CHD diagnosis are based on numerous 

physiological indicators. With the success of deep learning 

technology in natural language processing (NLP), computer 

vision and other aspects, researchers have tried to apply deep 

learning technology in the auxiliary diagnosis of CHD in recent 

years. For example, Han et al. found in a comparative study that 

VGGNet19 convolutional network could effectively improve 

the efficiency of left ventricular segmentation of 

echocardiography and play an important role in the diagnosis of 
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CHD [15]; Li et al. proposed a Deep Neural Network (DNN) 

based model named craftNet, which is used to accurately 

identify manual features to detect CHD and achieved a good

accuracy [16]. Although ECG is an important technology in the 

auxiliary diagnosis of CHD, there is currently a lack of 

application of deep learning in the analysis of ECG data. In this 

paper, ECG scalogram is constructed by sliding window and 

CWT, and ECG time-frequency feature extraction network is 

constructed by combining ResNet and Bi-LSTM techniques, an 

ECG auxiliary diagnosis network with ResNet and Bi-LSTM is 

implemented named ECGNet. In addition, the ECG datasets

exposed by MIMIC-3 was used for network training and 

testing, and the effectiveness of the proposed method was 

verified by experiments.

The remainder of this paper is organized as follows. Section 

II analyzes the ECG differences between CHD patients and 

normal people, and introduces the technology of Butterworth 

high-pass filter to denoise the original ECG signals, and the 

technology of sliding window and CWT to extract the time-

frequency features of ECG. Section III introduces the network 

architecture of ECGNet and the principles of ResNet and Bi-

LSTM respectively. Section IV introduces the implementation 

method of ECGNet. Section V uses MIMIC-3 ECG datasets for 

network training and verification, and analyzes the 

experimental results. Section VI presents the conclusion, and 

the suggestion for future works.

II.METHODOLOGY

In this section, based on the analysis of ECG features of CHD 

patients, noise in ECG data is filtered by Butterworth high-pass 

filter, secondly, sliding window and CWT techniques are 

introduced to realize time-frequency feature conversion of ECG 

signals, which provide the basis for the subsequent construction 

of deep learning-based auxiliary diagnosis of CHD.

A. ECG Feature analysis for CHD

Since myocardial ischemia caused by CHD can cause 

specific changes in ECG, ECG is an important tool to monitor 

heart status and is commonly used in clinical diagnosis of 

CHD. Compared with the ECG of a normal person, the ECG 

of patients with CHD has three characteristics: (1) the T-wave 

is sometimes low, or inverted, bidirectional; (2) Downward or 

upward movement of the ST segment in the ECG; (3) The 

decrease or disappearance of R-wave in 

electrocardiogram. Fig. 1 compares the ECG images of normal 

person and patients with CHD. I, II and III in the figure are the 

data sampled from the three lead positions of the ECG, it can 

be seen that data from CHD patient in all three lead positions

may have all three of these characteristics, so it is only 

necessary to select one of the lead positions to study the 

characteristics of coronary patients, and in this paper the lead 

III portion of the ECG is selected.

Generally, ECG data collected by instruments and devices 

are susceptible to effects such as respiration, which can 

generate ultra-low frequency signal noise, thus leading to 

baseline roaming effect [17]. To this end, a 0.5Hz Butterworth 

high-pass filter is used to remove baseline drift caused by 

motion, sensor impedance and respiration. The ideal high-pass 

filter cannot be realized by electronic components and has 

ringing phenomenon. Therefore, Butterworth high-pass filter is 

the most commonly used high-pass filter in practice. The 

transfer function of the filter is shown refer to (1):

))),(/(1/(1),( 2
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D(u,v) Represents the distance from the midpoint of the 

frequency to the frequency plane and is the cut-off frequency. 

When D(u,v) is greater than the D0, the corresponding H(u,v) 

gradually close to 1, so as to make the high frequency part to 

pass; When D(u,v) is less than the D0, H(u,v) gradually tend to 

be 0, realize the low frequency part of the filter. In this paper, 

the low-frequency signal noise in ECG data is filtered by 

Butterworth high-pass filter.

Fig. 1 Comparison of ECG between normal and CHD patients.

B. Sliding Window for ECG

Since the human ECG data collected by ECG is continuous 

stream data, it cannot be directly applied to machine learning 

algorithms. In this regard, the sliding window technique is 

introduced in this paper to segment the ECG data. In this paper, 

a timestamp is set for each ECG data, as new ECG data are 

continuously generated, the system continuously updates the 

old data in the window according to the first-in-first-out 

principle based on the timestamp. The sliding window 

maintains the integrity and temporal order of ECG data, which 

provides the basis for subsequent feature extraction and 

analysis based on deep learning models.

Fig. 2 Sliding window of ECG data.

Fig. 2 shows an example of a sliding window of ECG data. 

In this case, the newly sensed data elements come from the right 

side of the window, and the elements on the left side of the 

window are moved out of the window according to the first-in-

first-out principle. The sliding window contains a total of Ts×n

time periods of sensed data (i.e., the window size). Ts is the 

sampling period, n is the sampling frequency, each element ej

in the window is the denoised ECG data sampled at moment j, 
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and T is the total duration of ECG data sampling for a patient. 

With the sliding window, the continuous ECG data of a patient 

can be divided into N segments referring to (2).

1+
´-

=
s

nTT
N s

                                
(2)

C.Frequency Feature Analysis based on Wavelet

For the ECG data after denoising and sliding window 

processing, this paper uses the continuous wavelet transform 

(CWT) to convert the ECG data into a scalogram which 

contains the time-frequency domain features of the ECG to 

provide a basis for developing ECG-based deep learning 

algorithms. The scalogram is defined as the absolute value of 

the CWT of the signal, which as a function of time and 

frequency [18] can identify the low-frequency and fast-

changing frequency components of the ECG signal. The 

original ECG data is a one-dimensional vector signal that can 

be converted into a three-channel RGB image by the CWT. 

Compared with the short-time Fourier transform, the CWT can 

provide better temporal localization for short-time, high-

frequency events, and better frequency localization for low-

frequency, long-time events.

ECG signals have rich information in the time-frequency 

domain. The wavelet coefficients of the CWT can be used to 

locate the different frequency components. The CWT is defined 

referring to (3):
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x(t) is primary time domain signal, Ψ(t) is wavelet basis, τ

and s are translation and scale transformation of the wavelet 

basis.

Fig. 3 shows the ECG scalogram generated by CWT of a 

segment of ECG data, which contains the time-domain and 

frequency-domain features of the ECG signal of the patient over 

a period of time, which provides a basis for the study of deep 

learning-based auxiliary diagnosis techniques for CHD.

Fig. 3 Scalogram image of an ECG data

III. CHD PREDICTION NETWORK BASED ON ECG SIGNAL

In this section, ResNet and Bi-LSTM are introduced to 

construct the network architecture for CHD auxiliary diagnosis, 

and the principles and important parameters of ResNet and Bi-

LSTM are introduced.

A. Architecture of the ECGNet

The denoised original ECG is converted into ECG scalogram

by sliding window and CWT, and the features of these 

scalograms can be extracted using convolutional 

networks. Based on the analysis and comparison of classical 

convolutional neural networks such as LeNet-5[19], 

AlexNet[20], VGGNet[21], ResNet, and combining the 

advantages of RNN recurrent neural networks in processing 

continuous serialized data, we propose a network architecture 

oriented to ECG feature extraction, namely ECGNet. As shown 

in Fig. 4, ECGNet consists of input layer, ResNet layer, Bi-

LSTM layer, Fully connected layer, and Softmax layer.

The input layer denoises the patient's original ECG data and 

generates a multi-segment ECG scalograms through sliding 

window and CWT processing. The ResNet layer consists of 

several convolutional and residual blocks and pooling layers, 

which extracts time-frequency features from multi-segment 

ECG scalograms. After that, the Bi-LSTM layer extracts the N 

segment feature data from the ResNet layer through the 

bidirectional long and short-term memory network. Finally, the 

feature data extracted by ResNet layer and Bi-LSTM layer are 

classified through the Fully connected layer and Softmax layer, 

and the category with the highest probability is output as the 

prediction result.

Fig. 4 ECGNet Architectire

B. ECG Feature Extraction based on ResNet

Residual network is a kind of deep neural network, which is 

composed of multiple residual units. As shown in Fig. 5, each 

residual unit is implemented through a forward neural network 

and a shortcut connection. The core idea is the introduction of 

residual edge, that is, an edge connected directly from the input 

to the operation " ", on which h transformation is applied to 

the original input Xi. The residual unit can realize the fusion of 

features at different scales, and the residual network formed by 

it can effectively solve the gradient dispersion and degradation 

problems due to the increasing depth of deep learning network 

[22].

The i-th residual unit is shown in Fig. 5, whose input is Xi, F

is network mapping transformation of input Xi, which can be a 

multilayer perceptron network, can also be a convolutional 

neural network and so on. Xi+1 is the output of the " " 

operation after the F and h transformations of the input Xi, and 

then the activation function f. The residual unit can be 

calculated referring to (4) and (5).
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If the equation h is the identity function, i.e. h(Xi) = Xi; 

According to the equation (4), The features learned from 

shallow layer l to deep layer L can be calculated referring to (5)  
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Experimental analysis proves that when h is the identity 

function, F is the convolutional network, and the activation 

function f is Relu, the residual network effect is optimal 

[22].  At the same time, based on the residual unit can form a 

deep network containing hundreds or thousands of layers, The 

network can effectively solve the gradient dispersion and 

degradation problems caused by the increasing number of 

layers in the deep learning network and can extract multi-scale 

feature fusion.  Therefore, this paper adopts the fusion of 

convolutional network and constant shortcut connection of 

residual units to construct the feature extraction network of 

ECG scalogram. 

 
Fig. 5 residual block 

C. ECG Feature Extraction based on Bi-LSTM 

ResNet can generate n ECG feature vectors based on the 

sliding window, and there are temporal dependencies between 

these neighboring feature vectors.  In this paper, Bi-LSTM is 

introduced to extract these temporal dependencies.  As an 

improved cyclic neural network (RNN), Bi-LSTM can solve the 

problem of long distant dependence between data that RNN 

cannot process.  

As shown in Fig. 6, the Bi-LSTM structural model can be 

divided into two independent LSTMS. X1, X2... Xn is the input, 

!"
###$ and !"%### represents the output of forward LSTM and reverse 

LSTM, that is, the output of Bi-LSTM network Hi is the stack 

of forward LSTM and reverse LSTM.  The input sequences 

were respectively input into two LSTM neural networks in 

forward and reverse directions for feature extraction, whose 

expressions are shown referring to (6) and (7).  
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f is the activation function; The output of forward LSTM is 

!"
###$;  Forward bias and weight are the &#$ and '##$;  The output of 

the reverse LSTM neural network is !"%###; and the reverse bias and 

weight are &%#  and '%## .  By splicing forward LSTM neural 

network and reverse LSTM neural network together, the output 

Ht of Bi-LSTM neural network can be obtained referring to (8).  

)],g([ Uc hhH ttt
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                        (8) 

g is the activation function; Ht is the output of Bi-LSTM; The 

biases and weights are c and U.  The idea of Bi-LSTM model 

design is to make the characteristic data obtained at time t 

contain the information between the past and the 

future.  Experimental results show that this neural network 

model is superior to a single LSTM model in feature extraction 

efficiency and performance.  

In this paper, ECGNet adopts a single layer Bi-LSTM 

network architecture to extract the ECG feature vectors fused 

with ECG temporal correlations. These ECG feature vectors 

pass through the subsequent FC layer and Softmax layer to 

classify.  

 

 
Fig. 6 structure of Bi-LSTM 

IV. IMPLEMENTATION  

In this section, based on the above ECGNet architecture, we 

optimize the ResNet18 residual network and combines Bi-

LSTM to design and implement ECGNet. 

A. Implementation of ResNet 

This paper optimizes the network model of ResNet18 and 

generates the residual network model shown in Fig. 7.  This 

model includes 8 residual units, which are composed of 17 

convolution layers and two pooling layers. For the 640x480x3 

ECG scalogram generated by CWT, it was first uniformly 

reduced to 320x240x3 size images as the input of the residual 

network.  

C1 is the first convolution block, the block contains only one 

layer, the kernel size is 7 x7, stride is 2, padding is 3, output 

channel is 64, after the layer feature vector into 64x160 x120. 

S1 is the Max pooling layer, the kernel size is 3x3, stride is 

2, padding is 1, after the layer feature vector into 64x80x60. 

C2 to C5 are convolution blocks with residual structure. 

Every convolution block contains four convolution layers and 

two residual units, every two convolution layers have one 

shortcut links, each convolution layer’s kernel size is 3x3, and 

the padding is 1. C2 convolution block’s stride is 1, output 

channel is 64, after the C2 layer feature vector is still 64x80x60. 

C3 convolution in addition to the first layer’s stride is 2, the rest 

of the stride is 1, the output of the channel is 128, after the C3 

layer feature vector into 128x40x30. C4 convolution block 

layer in addition to the first layer’s stride is 2, the rest of the 

stride is 1, the output of the channel is 256, after the C4 layer 

feature vector into 256x20x15. C5 in addition to the first layer’s 
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stride is 2, the rest of the stride is 1, the output channel number 

is 512, after the C5 layer feature vector into 512x10x7. 

S2 is an Average pooling layer, after the layer feature vector 

into 512x1x1.

Fig. 7 Implementation of ResNet

Through the above residual network, the input ECG 

scalogram with the size of 320x240x3 is converted into 

512x1x1 feature vectors for subsequent Bi-LSTM network 

processing.

B. Implementation of Bi-LSTM

The above vector generated by ResNet is the feature vector 

generated by convolution of an ECG scalogram, since the 

sliding window divides the ECG data into N segments, N-

segment 512x1x1 vectors are generated. These vectors are 

arranged in the order X1~XN. After a single layer of Bi-LSTM, 

a feature vector v containing the entire ECG data of a patient is 

generated. The hidden layer of Bi-LSTM is set to 256, and other 

parameters are default values. After that, classification results 

are output through the Fully connected layer and Softmax 

layer. As in Fig. 8.

Fig. 8 Implementation of Bi-LSTM

C.Loss Function

The loss function adopted by ECGNet is cross-entropy loss 

function, which is often used in the loss calculation of 

classification problems. It can capture the difference of the 

relative size of prediction probability and further measure the 

performance of different classifiers in a more detailed way. Its 

expression is referring to (9):

C,2,1,)log(
1

Loss
1

¼== å =
jpy

N

N

i ijij                
(9)

N is the sample number; C is classification number; yij

expresses the case of a sample i belong to the sample j, which 

only has two values, 0 or 1; And pij expresses the probability of 

a sample i forecast for the sample j, which values range of [0, 

1].

V.EXPERIMENT AND ITS ANALYSIS

In this section, we use MIMIC-3 ECG datasets for network 

training and testing, and analyzes the experimental results.

A. Data set preparation

In this paper, we use PhysioNet's MIMIC-3 (Marketplace for 

Medical Information in Intensive Care) database [23], which is 

a publicly available multiparametric intensive care database 

provided by the Massachusetts Institute of Technology. The 

dataset contains physiological data such as ECG, 

photovolumetric pulse wave signals (PPG), arterial blood 

pressure signals (ABP) and respiratory signals (RESP) 

collected from patients in ICU wards, which has been 

successfully used in several research areas after more than 10 

years of multidisciplinary construction.

This paper uses ECG data from the matched subset of the 

MIMIC-3 waveform database [24] to predict CHD. This dataset 

uses ICD-9 codes to code for CHD and assigns ICD-9 codes to 

each CHD patient in the MIMIC-3 database. This paper 

randomly selected 1230 patients from the large MIMIC-3 

dataset for the study, of which 406 patients were diagnosed with 

coronary heart disease. Data from 904 of the 1230 patients were 

randomly selected for training (which contained 302 patients 

with CHD), 100 patients were used for validating (which 

contained 35 patients with CHD) and 226 patients were used 

for testing (which contained 69 patients with coronary heart 

disease).

For the ECG data of 1230 patients, we sequentially 

performed denoising, sliding window, and CWT to generate 

multi-segment ECG scalograms.

B. Model evalution criteria and Systematic experiment

In this paper, accuracy rate, recall rate and F1-score which

take both accuracy rate and recall rate are used as evaluation 

indexes of the model, F1-score is shown referring to (10).
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Precision describes how many of the positive cases predicted 

by the bi-classifier are accurate, which defined referring to (11), 

recall represents the recall of the results defined referring to

(12), which describes how many of the true positive cases in the 

test set are selected by the bi-classifier, i.e., how many true 

positive examples were recalled by that bi-classifier. TP in 

(11)(12) indicates that the real and predicted results are positive 

examples; FP indicates that the true result is a negative case and 

the predicted result is a positive case; and FN indicates that the 

true result is a positive case and the predicted result is a negative 

case.
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This paper selected a server equipped with Ubuntu operating 

system, which was specifically configured with E5-2620 CPU, 

125 GB memory and TESLA M40 graphics acceleration 
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card. This paper used Pytorch and Python to implement 

ECGNet. 

The training parameters of ECGNet network are as follows: 

60 batches are used, batch size is 16, 70 epoches are run, 

learning rate is 0.001, Adam optimizer is used, cross entropy 

loss function is adopted. The above parameter sets are used as 

inputs to train the model.

C.Experimental Analysis

First of all, in order to verify the effect of Butterworth high-

pass filter on denoising, this paper compares the results of the 

ECGNet with and without denoising in the early stage, as 

shown in Table I. The results show that it is necessary to 

introduce Butterworth high-pass filter to filter low frequency 

waveforms.
TABLE I

COMPARISON RESULTS OF DENOISING OR NOT

Denoise or not Accuracy Recall F1-score

Denoise 0.83 0.85 0.83

Not Denoise 0.72 0.73 0.72

In order to verify the validity of the ECGNet network model 

proposed in this paper, the research group compared the model 

with two traditional machine learning algorithms, K-NN [25] (k 

takes 3) and decision tree, as well as the popular deep learning 

algorithm for medical image classification: VGGNet (9 

convolutional layers, 3 pooling layers and 1 global average 

pooling layer, all of the kernel size is 3x3) and ResNet18, 

ResNet34 and ResNet50, as shown in Table II. The results of 

table show that ECGNet model is significantly superior to these 

models. This may be due to the limited ability of traditional 

machine learning methods such as K-NN and decision tree to 

extract time-frequency features, while deep learning models 

such as VGGNet only rely on convolution, so they cannot 

extract and remember sequential features in ECG data. 

Therefore, the effectiveness of the proposed model combining 

sliding window and Bi-LSTM is proved.

TABLE II

COMPARISON RESULTS OF DIFFERENT MODELS

Model Accuracy Recall F1-score

VGGNet 0.63 0.66 0.65

ResNet18 0.7 0.71 0.7

ResNet34 0.7 0.68 0.69

ResNet50 0.66 0.65 0.66

ECGNet 0.83 0.85 0.83

K-NN 0.61 0.59 0.6

Decision Tree 0.58 0.6 0.59

This paper also conducted experimental analysis on the 

sliding window length and step size used for data segmentation, 

and the results are shown in Fig. 9. It can be seen that as the 

window length increases from 20s to 45s, the F1-score 

predicted by CHD generally increases first and then decreases, 

among which, the window length reaches the maximum peak at 

30s. This indicates that the F1-score of CHD prediction is not 

higher with the longer sliding window length, but has an 

optimal state is at 30s. Too small or too large window length is 

not conducive to feature extraction. After determining the size 

of the sliding window length, this paper analyzed the influence 

of the window step size. The window step size is usually 

smaller than the window length, which causes a partial overlap 

of active data between two adjacent windows. As can be seen 

from the Fig. 9, with the window step size increasing from 1s 

to 25s, F1-score of CHD prediction generally increased first and 

then decreased, reaching the peak value at 15s. Through 

experiment, this paper found that the prediction accuracy of 

CHD is the highest when the window step is half of the window 

length.

Fig. 9 Comparison of different sliding window size and step size

At the same time, this paper also compared the performance 

of increasing the number of Bi-LSTM layers with the same

parameter settings as above, as shown in Table III. This 

comparison test is based on the ECGNet, just simply increasing 

the number of Bi-LSTM layers to compare and observe the 

effect of the model with different layers of Bi-LSTM. The table 

shows that the Bi-LSTM model with single layer has better 

results than that with two or three layers. Perhaps because 

single-layer Bi-LSTM is sufficient to memorize ECG data 

temporal dependencies. Therefore, a single-layer Bi-LSTM is 

used in this paper.

TABLE III

COMPARISON RESULTS OF DIFFERENT BI-LSTM LAYERS

Layer number Accuracy Recall F1-score

1 0.83 0.85 0.83

2 0.79 0.80 0.79

3 0.75 0.72 0.73

VI. CONCLUSION

In this paper, we use sliding window, CWT technique to 

extract the ECG time-frequency domain features of CHD 

patients, and propose a CHD auxiliary diagnosis model 

ECGNet that fuses ResNet and Bi-LSTM network, with this

model, the ECG signals of patients can be used for CHD 

auxiliary diagnosis, and this paper conducts experimental 

comparison based on the publicly available MIMIC-3 ECG 

database, the experimental results show that the method is 
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better than some traditional image classification methods K-

NN, decision tree, VGGNet, ResNet18, ResNet34 and 

ResNet50. By comparing different sliding window length and 

step size, it is found that setting the sliding window length as 

30s and step size as 15s is optimal. And after the comparison of 

increasing the number of Bi-LSTM layers, it was found that 

ECGNet is a better model for CHD auxiliary diagnosis. 

The deep learning CHD auxiliary diagnosis network 

designed in this paper based on ECG data analysis can be 

further improved and refined in subsequent studies. For 

example, although ECG data is an effective mean to CHD, in 

practice, doctors often combine physiological indicators such 

as blood pressure, cholesterol and blood glucose to auxiliary 

diagnosis. Therefore, in the future, the group will study the 

auxiliary diagnostic technique of CHD by integrating ECG with 

other physiological indicators. 
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Abstract—Cardiovascular diseases caused by hypertension are
extremely threatening to human health, and early diagnosis of hy-
pertension can save a large number of lives. Traditional hypertension
detection methods require special equipment and are difficult to detect
continuous blood pressure changes. In this regard, this paper firstly
analyzes the principle of heart rate variability(HRV) and introduces
sliding window and power spectral density(PSD) to analyze the
time domain features and frequency domain features of HRV, and
secondly, designs an HRV-based hypertension prediction network by
combining Resnet, attention mechanism and multilayer perceptron,
which extracts the frequency domain through the improved ResNet18
features through a modified ResNet18, its fusion with time-domain
features through an attention mechanism, and the auxiliary prediction
of hypertension through a multilayer perceptron. Finally, the network
was trained and tested using the publicly available SHAREE dataset
on PhysioNet, and the test results showed that this network achieved
92.06% prediction accuracy for hypertension and outperformed K
Near Neighbor(KNN), Bayes, Logistic, and traditional Convolutional
Neural Network(CNN) models in prediction performance.

Keywords—feature extraction, heart rate variability, hypertension,
residual networks;

I. INTRODUCTION

W
Ith the continuous improvement of people’s living

conditions and quality of life, many chronic diseases

are emerging and becoming invisible killers of health. Al-

though the risks associated with these chronic diseases are

generally manageable with proper management [1]. However,

the complications associated with these chronic diseases can

pose a greater risk to people’s health. With the changes in

the lifestyle of our people, some bad habits (such as staying

up late, drinking, smoking, etc.) have led to an increasing

number of people suffering from chronic non-communicable

diseases such as hypertension, which have become an impor-

tant public health problem in China. According to the China

Cardiovascular Health and Disease Report 2020 released in

July 2021, hypertension leads the list of cardiovascular disease

deaths among the total causes of death among urban and rural

residents in China, higher than other diseases.

In medicine, there are two main methods of adjunctive mon-

itoring of hypertension. The first is direct manometry, which is

an invasive approach. It involves a catheter delivered through

a skin puncture into a peripheral artery (e.g., within the radial

artery), and a monitor measurement device is attached to the
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end of the catheter to display blood pressure values. The

second type of measurement is indirect, of which the most

common and reliable is the Koch sound method [2]. The cuff

is inflated and deflated by an air pump, and the popping and

vanishing sounds produced by the compressed arterial vessel

wall are captured by a pickup, which in turn outputs the

corresponding cardiac systolic and diastolic pressures. Both

the manual and electronic Koch sound methods are susceptible

to interference from external sounds, and differences in pulse

strength from person to person affect the measurement results.

In addition, blood pressure testing devices based on the Koch

sound method require the wearing of special equipment, which

makes it difficult to measure blood pressure for a long time

and continuously, and cannot accurately reflect the trend of

blood pressure changes in patients over a period of time.

The human heart produces a series of electrophysiological

changes during the beating process, which are transmitted

to the body surface and picked up by electrodes. These

signals are presented continuously on the time axis to form

the electrocardiogram(ECG) [3]. Researchers have found that

the human heart beats rhythmically and with small variations

over time due to the interaction between sympathetic and

parasympathetic nerves in the human AutonomicNervousSys-

tem (ANS) [4], [5]. HRV is one of the more popular non-

invasive ECG monitoring indicators in recent years. Analysis

of HRV can indirectly quantify the tension and balance of

myocardial sympathetic and vagal nerves, as well as analyze

the activity of the autonomic nervous system [6], [7], [8]. For

example, HRV can be used as an independent predictor of the

risk of sudden cardiac death [9]. Abrishami et al. [10] proposed

an expert system for assisted detection of hypertension based

on a multilayer neural network. The system used the patient’s

systolic blood pressure, smoking status, age, weight, and body

mass index as inputs and predicted the patient’s hypertension

diagnosis through a multilayer neural network with good

experimental results. Ren et al. [11] used LSTM to classify text

sequences in electronic medical records and combined with

auto-encoder to classify numerical data in electronic medical,

then the output of the two classifiers with merged into a fully

connected layer and predicted kidney disease in hypertensive

patients by Softmax classification, and finally the effectiveness

of the model was verified by experiments and comparison with

other algorithms. Some researchers have carried out hyperten-

sion assisted prediction by extracting feature parameters such

as time domain and frequency domain of heart rate variability

and combining them with machine learning algorithms. For

example, Wang et al. [12] 2015 constructed a prediction model

Assisted Prediction of Hypertension Based on 
Heart Rate Variability and Improved Residual 

Networks
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based on logistic regression and artificial neural network based

on no measurement to predict hypertension, and used binary

logistic regression to predict important risk factors leading to

hypertension, and the experimental results showed that the

accuracy of the model reached more than 72%; Pavithran et

al. analyzed 35 male subjects’ HRV and other conventional

indicators (including Pavithran et al. analyzed the HRV during

deep breathing, the ascending response during static standing

and isometric grip strength in 35 male subjects, and the

experimental results showed that parasympathetic function is

impaired in hypertensive patients, leading to a decrease in their

HRV compared to the normal population [13], [14]. Overall,

there is a lack of hypertension prediction techniques based

on deep learning algorithms for HRV. Lan et al. collected

PPG signals from 24 hypertensive patients and 19 healthy

individuals for 6 consecutive hours using a smart wearable de-

vice, extracted 6 HRV features and achieved 85.47% accuracy

in hypertension classification [15]. Since the PPG waveform

does not carry important high-frequency components and is

highly sensitive to motion artifacts [16], the accuracy of its

hypertension prediction is affected. In this paper, we analyze

the HRV characteristics of hypertensive patients by ECG

signal and combine with deep learning algorithm to investigate

the HRV-based hypertension assisted prediction technique.

The following contents of this paper are organized as

follows: Chapter 2 introduces the sliding window and PSD

to analyze the time-domain and frequency-domain character-

istics of HRV on the basis of the comparative analysis of

HRV differences between normal and hypertensive patients;

In the third chapter, we introduce the hypertension prediction

network based on HRV, which combines ResNet18, attention

mechanism and multi-layer perceptron. The frequency domain

features are extracted from the PSD map, and the attention

mechanism is combined with the time-domain features, and

the hypertension classification prediction is realized by the

multi-layer perceptron. In Chapter 4, network training and

experiments were carried out on the publicly available SHA-

REE [17] data set, and the prediction results of hypertension

were compared with those of traditional machine learning

algorithms. Finally, this paper summarizes.

II. RELATED WORK

Heart rate variability analysis methods are mainly time-

domain analysis and frequency-domain analysis [18], [19],

[20].In this section, based on the analysis of HRV charac-

teristics of hypertensive patients, introduces the sliding win-

dow and PSD techniques to realize the conversion of time-

frequency domain characteristics of ECG data, which provides

the basis for the subsequent construction of an improved

residual network-based hypertension-assisted prediction.

A. Analysis of HRV in hypertensive patients

Due to the elevated blood pressure, changes in vasodila-

tion and accelerated heartbeat may be induced. Therefore,

extracting the heartbeat interval sequence on the basis of

ECG and analyzing its HRV characteristics is a necessary step

for the auxiliary prediction of hypertension. Fig. 1 compares

the heartbeat interval images of a normal person and a

hypertensive patient, where the horizontal axis indicates the

heartbeat interval sequence in one minute and the vertical axis

indicates the time difference between this heartbeat and the

previous one. The upper figure shows the heartbeat interval

sequence of a normal person with a mean time difference

of 886.12 and 68 heartbeats per minute; the lower figure

shows the heartbeat interval sequence of a hypertensive patient

with a mean time difference of 793.54 and 77 heartbeats per

minute. The HRV values of hypertensive patients are low

compared to normal subjects. Based on the above differences

in HRV between healthy people and hypertensive patients, the

HRV time-frequency domain characteristics were analyzed to

provide a basis for subsequent studies.

Fig. 1: Heartbeat interval diagram

B. HRV time-frequency domain characterization

Usually, ECG data collected by instrumentation are suscep-

tible to respiration and exercise, thus causing missing data

points and data noise, which in turn have an impact on subse-

quent analysis. In this regard, when extracting the features

of heart rate variability, in order to accurately extract the

feature vector of heart rate variability as an auxiliary prediction

criterion; firstly, the raw ECG data are sampled using cubic

spline interpolation to improve the temporal accuracy of peak

detection. Second, to reduce potential long-term drift in the

signal, a high-pass Butterworth filter is applied to the raw

data, and finally, a Savitzky-Golay filter is applied to smooth

the data, thereby reducing spikes while maintaining temporal

accuracy.
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After pre-processing the raw data, the processed data needs

to be extracted with time-frequency domain features. Since

ECG data has characteristics such as continuity and long-term,

and the traditional analysis methods for static data cannot meet

this scenario. In this regard, sliding window technique is used

in this paper. As shown in Fig. 2: a window of 20s ECG data

is used to cache the ECG data through the sliding window, and

wave detection and feature analysis are performed on the ECG

data within each window, and the corresponding time stamp

is set to save its time-frequency domain feature results. In this

way, as new data are continuously generated, the data within

the window is continuously updated and its analysis results

are continuously saved according to the first-in-first-out rule

of the sliding window.

Fig. 2: Sliding window to extract features

For ECG data, peak detection is susceptible to uncorrelated

prominent P- and T-waves. Specifically, traditional amplitude-

based analysis may occasionally detect non-R-wave peaks

with similar or greater amplitudes than R waves. Therefore,

K-means clustering is used for ECG data to distinguish R

waves from the P and T waves prevalent in the signal and

then extract RR interval sequences. For the extracted RR

interval sequence, the time domain signal level analysis is

first performed to extract its time domain feature parameters,

the main parameters are R-R Interval Mean (RR), Standard

Deviation of Normal-to-Normal intervals (SDNN), Root Mean

Square of Successive Differences (RMSSD), and Percentage of

RR intervals greater than 50ms in total RR intervals (PNN50),

which are described as shown in Table I.

TABLE I: Time domain characteristics.

Features Feature Description

RR(Mean) RR interval mean

SDNN RR Standard deviation of continuous normal RR interval

RMSSD The root mean square of the difference between adjacent
R-R intervals

PNN50 RR The number of adjacent normal R-R intervals with a
difference greater than 50ms as a percentage of the total
number of heartbeats

Next, the PSD estimation is used to extract the frequency

domain characteristic parameters of heart rate variability from

the PSD. The conversion of the signal from the time do-

main to the frequency domain requires the Fourier transform,

whose formula is shown in equation (1): f is the frequency

component of x, t denotes time, and the formula can be

interpreted as the time domain signal x(t) multiplied by an

exponential term consisting of a specified frequency (e−2πift),

and then integrated over the entire time axis to obtain the

frequency domain signal, which serves to identify the spectral

component of the signal. PSD is the square of the fast Fourier

transform taking the mode. Its formula is shown in equation

(2): power spectrum is to reflect the variation of signal power

with frequency in unit frequency band, that is, the distribution

of signal power in the frequency domain.

S(f) =

∫ +∞

−∞

x(t) ∗ e−2πiftdt (1)

P = lim
T→∞

1

T

∫
|S(f)|2df (2)

The raw ECG data is a one-dimensional signal, and the

PSD is used to convert the ECG data into a three-channel

RGB image containing the frequency domain features of

the heartbeat interval, which contains the frequency domain

features of the heartbeat interval within a sliding window,

providing a basis for studying the improved residual network-

based hypertension-assisted prediction technique.

III. METHOD

This section firstly introduces the network architecture fus-

ing Resnet [21], attention mechanism and multilayer percep-

tron, secondly, the principle of Resnet and the extraction of

frequency domain features based on the improved Resnet18,

and finally, the fusion of time-frequency domain feature vec-

tors based on the attention mechanism is introduced.

A. Network Architecture

The pre-processed ECG data is converted into one RGB

image by sliding window and PSD, and the convolutional

network can be used to extract the features of these images. In

this paper, based on the analysis and comparison of traditional

convolutional networks such as KNN [22], Bayes [23], Logis-

tic [24], and CNN [25], we propose a network architecture that

fuses Resnet, attention mechanism and multilayer perceptron,

as shown in Fig. 3, which consists of input layer, Resnet layer,

fusion layer, fully connected layer and softmax layer.

The input layer passes the RGB images into the Resnet

layer, which consists of multiple convolution blocks and resid-

ual blocks, and it extracts the frequency domain features of

multiple images, after which the fusion layer uses the attention

mechanism to fuse the frequency domain feature vectors with

the time domain feature vectors; finally, the feature vectors are

classified by the fully connected layer (which is essentially a

multilayer perceptron) and the softmax layer, and the category

with the highest probability is used as the prediction result and

output.

B. Resnet-based frequency domain feature extraction

To address the problem of decreasing accuracy as the

network training deepens, ResNet proposes a residual learning

method to alleviate the difficulty of training deeper networks.

This is shown in Fig. 4. Each residual module contains two

paths, one of which is a direct connection path of the input

feature, and the other path does two to three convolution
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Fig. 3: Network architecture diagram

operations on that feature to obtain that residual feature F(x),

and the two paths have their own weights. Finally, the two

results are added up as the input of the next layer. If the result

after convolution is not good, then the weight of this path

of convolution is set to 0, the final result is x. The constant

mapping of the input ensures that the effect is no worse than

the original one. The addition of the residual module can

avoid the problem of gradient disappearance, further improve

the fitting ability of the model, and mitigate the impact of

increasing the number of layers of the network.

Fig. 4: Residual unit

The improved Resnet18 mainly consists of an input layer,

an intermediate layer, and an average pooling layer, as shown

in Fig. 5. The input layer mainly includes a convolutional

layer and a maximum pooling layer; the intermediate layer,

shown as the dashed line in the figure, has four convolutional

blocks containing residual modules, and finally passes through

an average pooling layer for the output of feature values.

This input contains a 7*7 convolution kernel with a step size

of 2 and a 3*3 maximization pool with a step size of 2. By this

step, the image becomes a 56*56 feature map, which greatly

reduces the required storage size. The middle layer, with a total

Fig. 5: Resnet18 architecture

of four convolutional blocks, the convolutional layer is the core

component of CNN, responsible for extracting the features

of the original data, and can maintain the spatial continuity

of the image, extracting the local features of the data, and

the convolutional kernel has parameter sharing capability,

which can effectively reduce the number of parameters in

the convolutional layer. Firstly, a convolutional layer with a

convolutional kernel size of 3*3, a step size of 2, a padding

of 1, and an output channel of 64, the output of this layer is

64*112*112. Secondly, a convolutional layer with a convolu-

tional kernel size of 3*3, a step size of 1, and a padding of 1,

the output of this layer is 128*56*56. Finally, a convolutional

layer with two 1*1 and one downsampling. Each layer has

a step size of 2 and a padding of 1. Each layer doubles the

output channels and halves the output vector size. The final

output vector size is 512*7*7. After an average pooling layer,

the output vector size is 512*1*1.

C. Attention-based mechanism for time-frequency domain fea-

ture fusion

Firstly, the frequency domain feature vector generated by

the Resnet layer above and the computed time domain feature

vector are jointly used as the input of the attention mechanism,

secondly, the correlation between vector q and each input

vector is calculated by the scoring function to derive a score,

the higher the score, the higher the weight, and then the feature
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vector is weighted and stitched using the concat function;

finally, the fully connected layer and softmax layer to output

the classification results. Among them, the scoring function is

shown in equation (3); where x is the query, the xi is the key,

and yi is the value corresponding to the key, and the attention

weight between query x and xi. The attention weight between

∝ (x, xi), if a key xi is closer to the given query x, then the

attention weight assigned to the value corresponding to this

key yi the greater the attention weight assigned to the value

corresponding to this key.

f(x) =
n∑

i=1

∝ (x, xi)yi (3)

After the residual network the input is 224*224*3 images

are converted into 512*1*1 feature vectors for the subsequent

fusion of attention mechanisms.

IV. EXPERIMENTAL DESIGN AND ANALYSIS OF RESULTS

A. Experimental data set

The dataset used in this paper was derived from the pub-

licly available dataset of SHAREE, which was developed to

investigate the possibility of identifying subjects with car-

diovascular and cerebrovascular events based on heart rate

variability analysis. The data information contains ECG data,

basic patient information, etc. A total of 1260 cases, including

139 hypertensive patients, and the rest are healthy people.

Hypertension is commonly found in the middle-aged and

elderly population, and the age of hypertensive patients in this

dataset is concentrated in [60-70] years, with an average age

of 71.76 years. In machine learning, to reflect the generaliza-

tion performance of the algorithm, the experiment randomly

selected three-quarters of the dataset as training samples, and

the remaining as test samples. The presence or absence of

hypertension symptoms was used as the labeling outcome to

build a binary classification model.

In order to verify the validity of the auxiliary prediction

model for hypertensive patients, it is necessary to evaluate

its predictive effect, and this paper looks at The model is

evaluated in three dimensions: accuracy, recall, and AUC.

(1) Accuracy: the degree of prediction accuracy of the

presence of hypertension versus the absence of hypertension,

as shown in equation (4). Where TP indicates the number of

patients with hypertension correctly predicted, TN indicates

the number of patients with not hypertension correctly pre-

dicted, FN indicates the number of patients with hypertension

incorrectly predicted, and FP indicates the number of patients

with not hypertension incorrectly predicted.

accuracy =
TP + TN

TP + FN + FP + TN
(4)

(2) Recall: the number of correctly predicted hypertensive

patients as a proportion of all hypertensive patients in the

sample set, as shown in the equation (5).

recall =
TP

TP + FN
(5)

(3) F1 value: It is an evaluation indicator that combines the

two indicators of Precise and Recall, and is used to reflect the

overall indicator in a comprehensive manner. Its formula is

shown in equation (6).

F1 =
2 ∗ accuracy ∗ recall

accuracy + recall
(6)

B. Analysis of results

First, in order to verify the usefulness of data preprocessing,

two comparison experiments based on the improved residual

network were conducted in the preliminary stage of this

paper, one using the preprocessed data and one using the

unpreprocessed data, and the results are shown in Table II.

The results show that it is necessary for the raw data to be

preprocessed. Next, the processed data were put into the model

TABLE II: Comparison of data pre-processing

Testing Pre-processing Not pre-processed

Accuracy 91.03 82.7

Recall Rate 93.46 84.28

F1 0.91 0.83

for testing, and the results of 10 tests were averaged, and the

results are shown in Table III. The average accuracy of the ten

classification predictions was 92.06%, the average recall was

93.55%, and the average F1 value was 0.92.

TABLE III: Classification prediction results based on Resnet18

Testing Accuracy/% Recall/% F1

TEST1 90.03 99.87 0.95

TEST2 93.46 98.28 0.96

TEST3 94.10 97.90 0.95

TEST4 91.30 83.25 0.87

TEST5 90.57 83.76 0.87

TEST6 89.73 96.85 0.93

TEST7 91.52 94.63 0.93

TEST8 95.81 97.82 0.96

TEST9 91.57 92.67 0.92

TEST10 92.51 90.44 0.91

Average 92.06 93.55 0.92

In order to verify the effectiveness of the network model

proposed in this paper, the model is compared with KNN,

Bayes, Logistic and CNN algorithms. The k value of the K-NN

algorithm is taken as 2; the principle of Bayes implementation

is: how to get the probability of an event after exchange if

a conditional probability is known; Logistic classification is

supervised learning and must require manual labeling; CNN

is a traditional convolutional neural network. the performance

evaluation results obtained from the mean value of the four

classification algorithms after 10 runs using the same data,

the same training and test length As shown in Table IV. It can

be seen that the mean value of Bayes algorithm is significantly

lower than the other 4 algorithms, probably due to the strong

independence of Bayes’ law on the features of the model,

which does not take into account the connection between the

features. the average accuracy of KNN, Logistic, and CNN

algorithms are all around 80%. And the average accuracy of

the residual network proposed in this paper is the highest,

around 92%, and the F1 value is also the highest, at 0.92.
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TABLE IV: Prediction results of different algorithms

Classification Algorithm Accuracy/% Recall/% F1

KNN 79.84 77.21 0.79

Bayes 49.44 39.28 0.44

Logistic 76.92 80.42 0.77

CNN 88.64 82.38 0.85

Resnet18 92.06 93.55 0.92

Finally, this paper also compares the effect of the number

of layers of the multilayer perceptron on the accuracy with

the same parameters and training data as above, simply by

increasing or decreasing the number of layers of the multilayer

perceptron and observing the classification effect of the mul-

tilayer perceptron with different number of layers. The results

are shown in Table V.

TABLE V: Accuracy rate of different layers

Number of layers Accuracy/% Recall/% F1

2 89.48 90.25 0.89

3 92.06 93.55 0.92

4 88.26 87.35 0.87

When the number of layers is 2, it may not be able to

extract its features comprehensively and finely, resulting in

low accuracy, while when the number of layers is 4, it may

have low accuracy due to overfitting of features because of the

high number of layers. Therefore, the number of layers of the

multilayer perceptron selected in this paper is 3.

V. CONCLUSION

Since the early symptoms of hypertension are not obvious, it

is difficult for patients themselves to detect it. This paper seeks

to provide accurate early warning and prediction of people’s

risk of developing hypertension with minimal loss of economy

and effort. This paper focuses on a hypertension-assisted

prediction model based on HRV time-frequency domain fea-

tures incorporating residual networks, attention mechanisms

and multilayer perceptrons, and experimental comparisons

based on the publicly available SHAREE dataset, and the

results show that this model achieves good results in aiding

the prediction of hypertension compared with the other four

classification algorithms, and can provide medical personnel

with clearer and more accurate guidance and support for

further examinations. In the future, this paper will continue to

adjust the network structure, including the number of layers of

convolutional layers, the size of convolutional kernel, etc. In

addition, we will continue to optimize the model parameters

and try to use more models for fusion.
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Twitter Ego Networks and the Capital Markets: A
Social Network Analysis Perspective of Market

Reactions to Earnings Announcement Events
Gregory D. Saxton

Abstract—Networks are everywhere: lunch ties among co-
workers, golfing partnerships among employees, inter-locking board-
of-director connections, Facebook friendship ties, etc. Each network
varies in terms of its structure – its size, how inter-connected network
members are, and the prevalence of sub-groups and cliques. At
the same time, within any given network, some network members
will have a more important, more central position on account of
their greater number of connections or their capacity as “bridges”
connecting members of different network cliques. The logic of
network structure and position is at the heart of what is known
as social network analysis, and this paper applies this logic to the
study of the stock market. Using an array of data analytics and
machine learning tools, this study will examine 17 million Twitter
messages discussing the stocks of the firms in the S&P 1,500 index
in 2018. The study’s core proposition is that the ultimate effect of
any market-relevant information is contingent on the characteristics
– including the size, activity level, density, influence, norms, and
embedded resources – of the network through which it flows. To test
this proposition, this study operationalizes each of the core network
characteristics and examine their influence on market reactions to
2018 quarterly earnings announcement events.

Keywords—Data analytics, investor-to-investor communication,
social network analysis, Twitter

I. INTRODUCTION

S
OCIAL media has transformed how we see financial

information. The new financial information environment is

characterized by the broader range of actors who are involved

in producing, transforming, and disseminating stock market-

relevant information – no longer is this solely the domain of

financial analysts, corporate annual reports, and proprietary

newsletter writers. While social media does appear to convey

market-relevant information [3], [5], [8], [26], side-by-side

with any dispassionate market analysis comes “clickbait,”

“firestorms,” “information silos,” and “alternative facts” [2],

[4], [31], [34]. As seen in recent events, we are in a new

era where a tweet from a celebrity can temporarily wipe out

$1.3 billion of Snapchat’s value [40], where a single short-

seller’s tweet can cause NVIDIA’s stock to drop 6.9% [30], or

where a misguided tweet by Tesla founder Elon Musk in 2018

(“funding secured”) can seriously rattle investor confidence.
The driving force of these diverse phenomena is the heavily

network-dependent nature of social media [22].1 Yet existing

Gregory D. Saxton is Professor of Accounting at the Schulich School of
Business, York University, 4700 Keele St. West, Toronto, ON, Canada (phone:
416-736-2100, x44218, e-mail: gsaxton@yorku.ca)

1The essentially networked nature of social media is one where communica-
tive outcomes such as attention, firestorms, outrage culture, doxing attacks,
and information cascades are heavily influenced by the array of formal and
informal relationships among users [22].

literature has thus far essentially ignored the network view of

financial communication, instead choosing to examine social

media through the lens of mainstream financial accounting

theory, which, with its focus on one-way disclosure of in-

formation, is ill-equipped for understanding such decentral-

ized, network-driven communicative contexts. While financial

accounting scholars may understand that information flows

through networks, they have tended to posit such networks as

unimportant “black boxes.” In order to develop a better under-

standing of how information flows through, or is processed by,

the social media environment, this study contends it is critical

to utilize an approach specifically designed to conceptualize

and measure network effects.This project therefore delves into

the black box by employing an approach, social network anal-

ysis (SNA), specifically designed for network-level analyses

and widely used within sociology, communication, economics,

and other fields to examine network effects.

Leveraging conceptual and methodological tools from social

network analysis, this study will examine the roughly 17

million Twitter messages in 2018 that discuss stocks of the

1,500 firms in the S&P 1,500 list. Each of these 1,500 stocks

has a distinct Twitter discussion network – what is known

as an ego network – that varies in terms of core network

characteristics such as size, density, values, influence, and

embedded resources. The study’s general argument is that

the speed, nature, and influence of the information that flows

through a network is contingent on such network character-

istics. This argument is tested in examining whether network

characteristics influence the market effects of tweeting around

quarterly company earnings announcement events. Around

each earnings announcement window, the study will employ

network analysis tools and machine learning algorithms in

Python to first map the 1,500 “cashtag” ego networks and

then measure each of the core ego network characteristics

(size, density, cohesion influence, values, maximum flow, and

embedded resources). A series of OLS regressions will then

be used to test whether these network characteristics influence

market reactions to quarterly company earnings announce-

ments.

This study seeks not only to deliver insights into the effects

of social media on the financial markets, but also whether

information has a variable market effect depending on the

characteristics of the network through which it flows. Overall,

social network analysis has received scant attention from finan-

cial accounting scholars; this study will add to the literature in

bringing a network perspective to analyses of the production,
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dissemination, and impact of market-relevant information. At

a practical level, this project also aims to inform the investor

community, regulators, and the media about how social media

networks influence the markets. In an age where social media

is playing an increasingly important role in (mis)information

dissemination, it is worthwhile to understand whether and how

these media may be manipulating or unduly influencing the

capital markets. The SNA perspective may hold the key to

helping us understand social media’s complex role in firms’

information environment.

This paper is organized as follows. The next section sum-

marizes the state of knowledge of existing research in the area

of social media and accounting information and outlines the

theoretical framework. The third section presents the methods

and design for the proposed study. The final section briefly

summarizes the goals, limits, and advantages of the proposed

study.

II. BACKGROUND AND HYPOTHESES DEVELOPMENT

A. The Social Media Context

The proliferation of social media platforms such as Twit-

ter, Facebook, Instagram and LinkedIn has changed the in-

formation environment in which contemporary organizations

operate. On the one hand, social media has fundamentally

increased the scale of market-relevant information that is

produced. It has opened up the environment to a range of new

actors and information sources [37]. It has accelerated the pace

at which information is disseminated [5]. And it has led to the

rise of new informational phenomena. As noted earlier, social

media is not solely conveying disinterested information by

traditional financial information gatekeepers; “fake news” and

“clickbait” are just as likely to be found, while social media

also serve to fuel online “firestorms” and to shelter closely-

held views through “echo chambers” and “information silos”

[2], [4], [31], [34]. As is argued in more detail later on, the role

of this new information environment cannot be disentangled

without understanding its fundamentally network-dependent

nature [22].

B. The Efficient Markets Hypothesis and Accounting Research

on Social Media

That accounting information has an impact on the capital

markets is well established. In the capital markets context,

the predominant efficient markets hypothesis presupposes that

relevant new information will be incorporated into stock price

more or less instantaneously as it spreads to key market actors

[15]. Implicitly, there is a rapid dissemination process that

occurs as relevant information is spread from actor to actor

in the market network. However, the theory does not posit

any powerful role for precisely how the information is spread,

nor does it consider important the topology or landscape of the

network. In line with this information perspective, the focus on

social media in mainstream accounting-based capital markets

research has thus been in identifying new sources of market-

relevant information. Working within this perspective, recent

accounting literature has indeed found that the information

communicated on social media platforms is market relevant

[3], [5], [8], [26].2

While such research provides evidence of a link between

information and market outcomes, mainstream accounting the-

ory provides little understanding of precisely how information

spreads or is changed – or comes to have a different effect –

as it flows through networks of investors, analysts, journalists,

academics, and other interested players. Nor still can existing

studies tell us how the effects of a piece of information may

be impacted by variation in the size, density, centrality, or

structure of a firm’s online discussion network. In effect, while

accounting scholars may acknowledge that information flows

through networks, they have tended to posit such networks

as unimportant “black boxes.” Leveraging the conceptual and

methodological tools of social network analysis, this study

seeks to delve into the black box and investigate what takes

place between the production or disclosure of information and

market outcomes. The major theoretical contribution will be in

how it incorporates an explicitly network-centric perspective

into a financial accounting study.

C. The Social Network Analysis Perspective

The capital markets have experienced a burgeoning number

of actors – including investors, spammers, firms, regulators,

information intermediaries, ratings agencies, the media, and

professional and amateur analysts – interacting on social

media to share information related to company performance

[37]. It is posit that the influence of such communication is

contingent on the structure of social (network) resources found

within the social media networks. Existing literature provides

solid implicit support for this privileging of social resources.

A key reason lies in the primacy of the formalized social

network in social media platforms [22], [23]. Few activities

– from making connections to reading, liking, sharing, and

commenting on messages – occur on social media without

being mediated by a formal friend/follower relationship [12],

[41]. On social media, the social network is key. Moreover,

the extremely tight relationship between the social network

and organizational outcomes is distinct from what occurs off-

line. Off-line, a TV ad could reach millions without a firm

having any substantial social resources or pre-existing social

network; at the very least, the size of the audience is divorced

from the organization’s social capital. This would be highly

improbable on social media: without a pre-existing network,

a message would simply not reach a large enough number of

followers to be successful. In short, offline, the relationship

between social/network resources and audience outcomes is

tenuous; on social media, it is paramount.

In effect, social media are highly network-dependent [22].

In order to develop a better understanding of how information

2Prior research has been absorbed by the type and quantity, and to a lesser
extent the quality, of the information that has been disclosed. What has not
been studied explicitly is the structure of the networks through which the
disclosed information flows. Such research would run counter to the typical
strong- and semi-strong forms of the efficient markets hypothesis, which
posits the key element of information is its disclosure; whether and how this
information is aggregated, disseminated, or flows through a network, is an
“automatic,” almost immediate process that is not important for understanding
market efficiency.
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flows through, or is processed by, the social media envi-

ronment, it is therefore contended it is critical to utilize an

approach specifically designed to conceptualize and measure

network effects.3 For this very reason, this study employs

social network analysis (SNA), a sociological approach that

examines social and organizational phenomena through the

lens of the networks of social relationships among sets of

actors (Freeman, 1979; Lin, 1999; Worrell et al., 2013). Using

the analytical tools provided by SNA, this paper proposes to

study the market effects of information flowing from different

types of investor-to-investor communities that vary in terms

of core network-level characteristics. This approach dovetails

with the importance accorded to social network analyses in

related fields such as information systems, communication,

sociology, and organizational behavior, which have developed

an array of sophisticated tools and methodologies for an-

alyzing the structure of virtual networks and communities

[16]. SNA has also been used by accounting scholars in non-

financial markets contexts [36], [42]. Yet save for a study on

earlier Web 1.0 technology by Das and Sisk [11], a theoretical

piece by Hirshleifer and Teoh [21], and a study of what

leads to greater network centrality [13], finance and financial

accounting scholars have, to the best that is known, yet to

leverage SNA to study the flow of accounting information

through digital media.4 By employing social network analysis

tools to examine the importance of social media networks in

determining stock market outcomes, the current project seeks

to push financial markets scholars in this direction.5

D. Social Media-Based Cashtag Networks

The most relevant communities on Twitter are the cash-

tag networks focused on communication related to specific

company stocks. These networks constitute ephemeral and

changing networks of actors linked by their use of stock-ticker

symbols called “cashtags” in their tweets. The cashtag innova-

tion, announced by Twitter in the following tweet from July 30,

2012, is one of the key reasons Twitter has become a central

social media platform for the production and dissemination of

stock-related information:

Now you can click on ticker symbols like $GE on

twitter.com to see search results about stocks and

companies

Cashtag networks are investor-to-investor communities fo-

cused on individual company stocks. Contributors represent

a mix of professional and amateur investors, executives,

analysts, journalists, and academics who share information

3With its focus on one-way disclosure of information, existing financial
accounting theory is ill-equipped for understanding this heavily network-
dependent context; it is mostly silent, notably, regarding how network structure
amplifies, filters, and changes financial information.

4Hentschel and Alonso [20] also studied cashtag networks in a communi-
cation context.

5Such insights invite scholars to combine theories from psychology and
sociology with the methods from social network analysis to bring fresh
evidence to bear on important accounting and capital markets phenomena.
The goal should be to employ social network analysis tools, which have been
successfully used in other accounting contexts [36], to examine the impor-
tance of virtual networks in determining market efficiency, the information
asymmetry between insiders and outsiders, and other important outcomes.

on share price, their latest trades, and micro-analyses of

company- and stock-related information along with commen-

taries, opinions, and rumors.6 For example, Citron Research

(@CitronResearch) sent this tweet about NVIDIA:

Citron readers know we have long been fans of NVDA,

but now the mkt is disregarding headwinds. In 2017 we

will see $NVDA head back to $90.

Each publicly-traded firm has its own decentralized, user-

generated cashtag network, with messages – and, by extension,

users – connected by the inclusion of the same cashtag in a

tweet. For instance, the community of investors interested in

Apple stock (ticker: AAPL) would include the $AAPL cashtag

in each tweet related to Apple stock. The collection of $AAPL

tweets – and the users who send them – constitute the AAPL-

focused cashtag network.

E. Key Ego Network Characteristics of Twitter Cashtag Net-

works

This study concentrates on the 1,500 firms in the S&P

1,500 index. Each of the 1,500 stocks in the S&P 1,500 has

a distinct Twitter discussion network with a single actor or

node – the cashtag – at its core. This is what is known in the

SNA literature as an ego network [14].7 Each of the 1,500 ego

networks varies in terms of core network characteristics such

as size, density, influence, norms and values, level of activity,

and embedded resources. This study’s general argument is that

the speed, nature, and influence of the information that flows

through a network is contingent on such network characteris-

tics. This research will thus examine whether these network

characteristics influence market reactions around quarterly

company earnings announcement events.

Volume/Level of Activity. The SNA literature has concep-

tualized a number of relevant characteristics of ego net-

works. A first feature is the level of activity. On Twitter,

this characteristic is reflected in volume, or the number of

relevant cashtag tweets sent, and is the basic characteristic

examined in previous accounting literature documenting the

market relevance of social media [5]. In line with previous

research [3], [5], [8], [26], it is expected that stronger market

reactions will come from more active networks.8

Size. A second core characteristic of ego networks is size,

or the number of actors connected to the cashtag [1], [24].

In a cashtag ego network, the cashtag (e.g., $AAPL) is the

“ego” – the core – and size is reflected in the number of users

connected to the cashtag. Ceteris paribus, a larger network

should amplify any market reaction. At any given level of

activity, more users should strengthen the market effect.

Density, Compactness, Clustering, and Cohesion. The SNA

literature has also been interested in conceptualizing the extent

of interconnectedness of users in a given ego network [19].

6Cashtag tweets thus contain a mix of information, news, commentaries,
opinions, company analyses, and stock recommendations.

7Networks can be generally be analyzed at three different levels: the
network level, the sub-network level, or the actor (“ego-centric”) level [36].
This study focuses on the ego-centric, or ego network, level.

8Note that this relates heavily to degree centrality: “Clearly, since degree
centrality is a local property and the ego degree centrality of ego is the same
as the degree of the actor in the whole network there is no issue” (p. 32) [14]
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The most common dimension is network density [7].9 At

the network level, the density or, conversely, the sparseness

of a community of ties can be considered the aggregation

manifestation of strong/weak ties [18]. SNA scholars have also

explored distance-based extensions to density that convey the

compactness and/or cohesion of the network members. Ego

networks are also often analyzed in terms of how “clustered”

the network is; that is, how prevalent cliques are in the

network. Overall, it is expected that denser networks will

magnify market reactions. At the same time, there is evidence

that less compact, more diverse networks may foster creative

thinking and innovation [33], which could moderate the scope

of the market reaction.

Tie Strength. Networks further vary in terms of how tightly

connected network members are. Because the “digital foot-

prints” of social media relationships are public and visible,

at the dyadic level we can observe tie strength in the length

and/or number of interactions [18] as well as multiplexity,

or the number of different types (e.g., friend/follower re-

lationship, @USER mentions, direct messages, retweets) of

interactions (e.g., [38], [43]). Such indicators of tie strength

can be aggregated to generate measures of the average strength

of ties within each ego network. In general, networks with

stronger ties among users can be expected to experience

amplified market reactions to new information.

Network Norms and Values. Social media are effectively

public, transparent communication systems, which offers the

possibilities to observe cognitive facets of social capital such

as the strength of a network’s norms and values (e.g., [9], [25],

[35]) or the presence of shared codes, narratives, and systems

of meaning (see [32])). For instance, norms of reciprocity are

indicated by reciprocal favoriting/archiving, retweeting, and

friending behaviors, while Big Data analytic techniques such

as machine learning can be used to capture core cognitive

features – such as commitment, identity, solidarity, expec-

tations and obligations, and trust – that are reflected in the

language used in tweets [6], [17]. Stronger communities are

more likely to have similar opinions, which could strengthen

market reactions to new information.

Embedded Resources and Influence. Network scholars have

also focused on the notion of embedded resources (Lin, 1999).

On social media sites such as Twitter, we can directly observe

embedded resources, such as authority, wealth, power, status,

and occupation, through data embedded in users’ profiles as

well as in their publicly visible friend and follower contacts.

The openness of the Twitter API combined with cheap com-

puting power hence renders it possible to determine not only

the size of each follower’s network – the number of followers

the follower has – but also its influence within that network.10

The point is, some followers, as well as some networks,

are simply more valuable. It is expected that networks with

more influential message senders will see amplified market

reactions.

9An extension of size and density is the diameter of the network.
10There are some who are similarly interested. For instance, Hirshleifer and

Teoh [21] argue that scholars should pay more attention to investors’ degree
of social influence as a determinant of thought and behavior contagion in
investment communities.

Maximum Flow. When considering the speed and likelihood

of any given piece of information spreading, the connectedness

of all actors in the network is also important. Maximum flow

reflects the potential flow of information by taking into account

the number of different pathways information can reach any

given actor. Aggregated to the network level, this represents a

solid measure of the potential impact of a piece of information.

All other things equal, the greater the maximum flow, the more

quickly information will reach key market actors.

F. Core Proposition

In short, networks vary along a number of structural and

cognitive dimensions, including network size, level of activity,

density, cohesion, tie strength, network norms and values,

embedded resources and influence, and maximum flow. It is

argued that these network characteristics can influence the

scope and nature of the market reaction to any information

that flows through the network. The core proposition is as

follows:

Core Proposition: The network characteristics of a

company’s cashtag network will influence the market

reaction to earnings announcement events.

III. METHOD

A. Information Events: Earnings Announcements of S&P

1,500 Firms

The project will use a large sample of publicly traded

corporations: The 1,500 constituent firms on the S&P 1,500

list in 2018. In line with previous research [5], the events this

study will examine are all quarterly earnings announcements

dates for the 1,500 sample firms in 2018.11 All of the analyses

mentioned below are based on 3-day event windows surround-

ing earnings announcements in 2018.

B. Twitter Cashtag Data

The heart of the data used are the cashtag tweets – tweets

containing stock-ticker symbols such as $AAPL for Apple or

$MSFT for Microsoft. Each of the 1,500 firms in the sample

has its own decentralized, user-generated cashtag network,

with messages – and, by extension, users – connected by the

inclusion of the same cashtag in a tweet. There are thus 1,500

distinct ego networks.

A dataset was purchased from Twitter comprising all tweets

that contain the cashtags for any of the stock tickers for the

S&P 1,500 firms during the last two months of 2017 and all of

2018. The dataset contains approximately 17 million tweets.

The data are provided in JSON format and will be incorporated

into a MongoDB database. After initial cleaning it will be then

exported from MongoDB into a Python PANDAS (Python Data

Analysis Library) dataframe. It is in PANDAS that the majority

of the data manipulations will take place.

11[5] argue that earnings announcements are “one of the most common and
arguably the most important news event to investors” (p. 6).
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C. Independent Variables: Event-Specific SNA Measures of

Cashtag Networks

A core tenet of this project is that applying the conceptual

and methodological tools of social network analysis (SNA)

will help build understanding of the social media context. The

SNA perspective would look to map cashtag networks and

then recognize that each network varies in terms of core net-

work characteristics such as size, centrality, density, influence,

values, embedded resources, and community/clique structure.

In line with extant SNA research, these measures will be

operationalized for each company-specific ego network.

The project will thus employ network analysis to map

cashtag networks and then operationalize network variation in

terms of core network characteristics including size, centrality,

density, influence, values, and embedded resources. To gener-

ate the network measures, first, an event-date dataset created

using Compustat and Eventus will be imported into PANDAS.

With the event-date dataset, it is then possible to generate the

social network analysis measures on the Twitter data. For this

the study will use the Python SNA package Networkx. For

each of the 1,500 firms’ quarterly event dates, Networkx and

PANDAS will be used to calculate the following social network

analysis measures for the 7-day period immediately preceding

each earnings announcement event date:

1) Level of Activity, measured as the total number of tweets

sent;12 2) Size, which capture the total number of ties as

measured by the number of unique message senders [1],

[24]; 3) Influence, measured as the total number of retweets

garnered by all ego network tweets; 4) Density, measured via

Networkx as the density of the company’s cashtag discussion

network as indicated by connections among the users sending

company-specific cashtag tweets; 5) Compactness, measured

as the Networkx distance-based cohesion score generated from

the user co-mention network in each cashtag community;13

6) Clustering, operationalized as the ego network’s clustering

coefficient; 7) Embedded Resources [29], measured as the total

number of followers for all users sending company-specific

cashtag tweets; 8) Network Norms and Values [9], [24], [35],

[32], which will be measured via Big Data machine learning

algorithms found in the Python package scikit-learn to capture

norms of reciprocity as reflected in reciprocal retweeting and

shared values as reflected in the language used in tweets [6],

[17]; and 9) Maximum Flow, a measure in Networkx that takes

into account the number of different pathways information can

reach any given actor and, which, aggregated to the network

level, represents a measure of the potential reach of a piece

of information.

In short, for each company earnings announcement, this

study will use PANDAS combined with Networkx and scikit-

learn to generate a date-specific cashtag network that will then

12In addition to the raw counts (e.g., Firm Tweet), this study will also
measure activity in terms of “abnormal” levels, where, as in Blankespoor et
al. [5], “abnormal is defined using the firm as its own control. This allows
[me] to remove any firm fixed effects (p. 12) that may be correlated with the
measure of information asymmetry. Abnormal Firm Tweets will thus measured
as the number of tweets in the 3-day event period (-1, +1) divided by the
number of tweets in the 30-day period before the earnings announcement.

13Compactness is related to the cohesion or, flipping the concept around,
the diversity [33] of the network.

be used to generate a series of 7-day network measures. With

1,500 firms making four quarterly earnings announcements

each per year, a total of 6,000 date-specific networks will

be generated in 2018 to create the above network measures.

This dynamic, computationally intensive approach to network

measurement has only recently become possible given cheaper

computing power and the data analytic tools offered by Python

and similar platforms. It represents a significant expansion

compared to previous network studies, which have tended to

limit themselves to a single network [36] or, in more recent

studies, a single cross-sectional snapshot [13].

D. Dependent Variables

It would be expected that firms’ online information networks

to have an effect on volume, price, volatility, information

asymmetry, and the speed at which new information is in-

corporated into market prices. To examine the market effects

of Twitter-based network characteristics, the initial analyses

will focus on cumulative abnormal returns around the quarterly

earnings announcement events. The dependent variable, CAR,

is cumulative abnormal returns over the event window. In line

with previous literature [10], the event period is the two-day

window around the event from trading day t to t + 1. With

expected returns based on a market model calculated over the

[-252, -21] pre-event period,

and the abnormal return computed for each day t in the

event window, the cumulative abnormal return for each secu-

rity/event is calculated as the cumulative daily abnormal return

over the t0 through t+1 window:

CARi,(t0,t+1) =

t+1∑

t=t0

ARi,t

Additional dependent variables that could be examined

include cumulative abnormal volume, information asymmetry

[5],14 and post-earnings announcement drift [27].15

E. Control Variables

In line with predominant financial accounting research, this

study will also include a suite of information environment,

market reaction, and financial and stock return control vari-

ables, including WSJ data from Factiva; financial data from

Compustat; analyst information from I/B/E/S; institutional

ownership data from Thomson Reuters Institutional (13f)

Holdings data; and stock return data from CRSP.

14In line with existing literature [28] information asymmetry is measured
as the change in the bid-ask spread. Predicated on an argument made by
Leuz and Verrecchia [28], Blankespoor et al. [5] argue that “information
asymmetry plays a critical role in the liquidity of capital markets...[and thus]
use the bid-ask spread as [their] main proxy for information asymmetry, as
it captures market makers’ and other liquidity suppliers’ ... willingness to
trade...” (pp. 12-13). This study proposes to employ a similar variable, which
measures the difference in the average daily spread in the period after the
earnings announcement and the average daily spread in the period preceding
the earnings announcement.

15As in [27], this study could measure post-earnings announcement drift
as the “buy and hold returns of the stock from two days after the earnings
announcement through one day after the subsequent earnings announcement
minus the buy and hold return of the appropriate portfolio matched by size
and book to market of the Fama-French six portfolios” (p. 52) [27].
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IV. CONCLUSION

Implicitly, scholars have long recognized that information

flows through networks. However, capital markets researchers

have tended to posit such networks as relatively unimportant

“black boxes.” This study has argued that we need to better

understand the processes of how information flows through

and is affected by networks of market-oriented actors. The

recent widespread adoption of social media tools by firms and

investors alike presents a unique opportunity to study network-

based informational dynamics. Consequently, this study has

presented a design for this study that strives to help develop

network-level theories of the effects of information flows on

the capital markets.

The study thus takes an explicitly network-based view and

employs tools from social network analysis to help capture

the stock market effects of social media-based discussion

networks. Overall, network analysis has received scant at-

tention from financial scholars. It is believed this study will

make a unique contribution by advancing understanding of

the relationship between network characteristics and market

outcomes and by developing novel methodological approaches

to the dynamic measurement of core network features in Big

Data [39].

By merging the latest social network analysis tools from

the social sciences with the economic concepts of the fi-

nancial accounting literature, this project tests how important

the ever-growing online networks of professional and am-

ateur investors, analysts, and journalists are in determining

market efficiency, information asymmetry, and other topics

central to capital markets research. Beyond the theoretical

contributions noted above, this project aims to inform the

investor community, regulators, and the media about how

social media networks influence the markets. In an age of so-

cial media-driven “clickbait,” “instant celebrity,” “information

silos,” “truthiness,” “alternative facts” and “fake news,” it is

worthwhile to understand whether and how these media may

be manipulating or unduly influencing the capital markets.
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Abstract— Resource scarcity, energy transition and the planned 
climate neutrality pose enormous challenges for manufacturing 
companies. In order to achieve these goals and a holistic sustainable 
development, the European Union has listed the circular economy as 
part of the Circular economy Action Plan. In addition to a reduction in 
resource consumption, reduced emissions of greenhouse gases and a 
reduced volume of waste, the principles of the circular economy also 
offer enormous economic potential for companies, such as the 
generation of new circular business models.  

However, many manufacturing companies, especially small and 
medium-sized enterprises, do not have the necessary capacity to plan 
their transformation. They need support and strategies on the path to 
circular transformation because this change affects not only production 
but also the entire company. Maturity models offer an approach to 
determine the current status of companys' transformation processes. In 
addition, companies can use the models to identify transformation 
strategies and thus promote the transformation process. While maturity 
models are established in other areas, e.g. IT or project management, 
only a few circular economy maturity models can be found in the 
scientific literature.  

The aim of this paper is to analyze the identified maturity models of 
the circular economy through a systematic literature review (SLR) and, 
besides other aspects, to check their completeness as well as their 
quality. For this purpose, circular economy maturity models at the 
company's (micro) level were identified from the literature, compared, 
and analyzed with regard to their theoretical and methodological 
structure. A specific focus was placed, on the one hand, on the analysis 
of the business units considered in the respective models and, on the 
other hand, on the underlying metrics and indicators in order to 
determine the individual maturity level of the entire company.  

The results of the literature review show, for instance, a significant 
difference in the number and types of indicators as well as their 
metrics. For example, most models use subjective indicators and very 
few objective indicators in their surveys. It was also found that there 
are rarely well-founded thresholds between the levels. Based on the 
generated results, concrete ideas and proposals for a research agenda 
in the field of circular economy maturity models are made.. 
 
Keywords—assessment, circular economy, maturity model, 

transformation, systematic literature review.  

I. INTRODUCTION 

 OLITICAL goals such as the European Union's climate 
targets for 2030 and societal changes such as the growing 

sustainability awareness of entire generations have a major 
influence on manufacturing companies [1]. On the one hand, 
they have the goal of maximizing profits and operating cost-
efficiently, and on the other hand, they must and want to 
consider social, ecological and political factors. Manufacturing 
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companies cannot ignore these factors, also due to political 
framework conditions such as the goals of the European Union 
(EU) or also media interest, such as in the Fridays for Future 
movement, as this can have a direct or indirect influence on 
their customer segments [2]. In order to remain viable for the 
future, companies are increasingly focusing on sustainable 
business practices [2].  

Due to increasing resource scarcity worldwide, the need to 
reshape the "metabolism of humanity" in relation to finite raw 
materials has been recognized in the recent past [3]. Since the 
early 21st century, therefore, the notion of the circular economy 
has increasingly become the focus of industry, governments and 
economic alliances. The idea of the circular economy has been 
around for more than 50 years. However, it has only recently 
gained widespread attention due to increasing threats such as 
climate change [4]. Acute problems such as the shortage of raw 
materials or climate change are becoming difficult to solve due 
to the established linear economy with end-to-end chains for 
raw materials, from extraction, use to disposal [5]. The 
principle of circular economy, where material flows consist of 
e.g. materials designed for circulation in socio-economic 
systems with recycling as a key strategy, has generated more 
and more attention in recent years in the wake of the 
increasingly urgent need for a more sustainable "industrial 
metabolism“[3]. 

On a political level, the circular economy is listed as a 
measure of the European Green Deal for sustainable 
development and has many potentials to achieve the planned 
climate neutrality of the EU. Between 45% and 70% of global 
CO2 emissions can be reduced through a circular economy [6]. 
Frans Timmermans, Executive Vice-President for the European 
Green Deal, also sees the shift from linear value creation to the 
circular economy as necessary not only to strengthen but also 
to maintain the economic competitiveness of businesses [7]. 
The circular economy has the essential difference to linear 
value creation that products gain "value" along the value chain 
(purchase to disposal), as they flow into the value chains of 
other products and do not lose "value" [5]. 

In order to achieve a far-reaching establishment of the 
principle of the circular economy, manufacturing companies 
must be shown ways and strategies of how to implement a 
change in their structures and processes to this end. It is 
important not to remain in a general and theoretical framework, 
but to provide concrete and clearly defined methods for 
practice. Particular attention should be paid to small and 
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medium-sized enterprises (SMEs), as they represent 99% of 
European enterprises [8]. As the transition to circular company 
structures is very complex, a broad base of know-how is
needed, which is not available to many companies [9]. The 
concept of the circular economy is largely based on new 
technologies and business models [9]. It also requires structural 
changes in all areas of business, from product development, 
resource sourcing and supply chains to the structure of use and 
end-of-life design [9], [10]. 

Maturity models (MM) are helpful tools to support these 
business challenges [11]. A maturity model comprises a 
sequence of maturity levels for a class of objects and thereby 
describes a desired or typical development path of these objects 
in successive, discrete ranks, starting at an initial stage up to full 
maturity [12]. Progressing along this development path means 
a steady increase in the performance or quality of the object
under consideration, with the maturity model serving as a scale 
for assessment [12].

Evaluation systems are used to calculate and present 
maturity. According to Bensiek, two approaches can be 
distinguished here [13]. Scoring and level-based maturity
levels. In scoring, points are awarded for different 
characteristics. These points are added up and represent the 
developmental stage depending on the total number of points. 
In the case of stage-based maturity levels, it is defined that a 
maturity level can only be reached if all the requirements set for 
the maturity level are met, whereby skipping a stage is basically 
not possible. In this context, maturity levels can be assigned 
organization-wide or specific to a field of action. [13]
The aim of this paper is to explore the development of MM in 
the area of circular economy for manufacturing companies. 
Bensiek [13] and Becker et al. [12] emphasize that before 
developing a new model, it is preferable to examine existing 
models and their possible adaptability. Therefore, this paper 
identifies existing circular economy maturity models for 
manufacturing companies through a systematic literature 
review (SLR) and evaluates them according to defined analysis 
criteria. 

II. METHOD

SLRs collect answers from the literature on specific 
questions or hypotheses, consolidate the results and identify the 
need for further research on a particular research topic [14]. In 
the context of this paper, an SLR was chosen to identify and 
contrast circular economy maturity models for manufacturing 
companies and to highlight the respective focus of the model, 
as well as the research gaps. These results are useful for 
academia to get a time-saving overview of the research field of 
MM in the Circular economy and to drive further research based 
on the synthesized results. For traceability, therefore, 
objectivity and replicability must always be present when 
conducting an SLR [15]. For this reason, SLRs follow a fixed 
procedure, but the number of steps varies from author to author. 
Kitchenham and Charters [16] for example, propose a three-
stage procedure consisting of the main phases (1) planning, (2) 
implementation and (3) reporting, which is further subdivided 
into several sub-phases. Denyer and Tranfield [17] on the other 

hand, recommend a similar procedure according to the phases 
(1) formulation of the research question, (2) finding studies, (3) 
study selection and (4) analysis and synthesis as well as (5) 
reporting and use of the results. Another scientifically 
recognized approach is based on the Preferred Reporting Items 
for Systematic reviews and Meta-Analyses (PRISMA) method. 
[15]. This divides the SLR into the four phases of identification, 
screening, eligibility and inclusion.

Building on these approaches, our SLR is divided into the 
five phases of (1) problem formulation and question 
identification; (2) literature search; (3) eligibility criteria & 
screening/ evaluation of research; (4) research analysis and 
interpretation; and (5) presentation of results. This approach is 
also inspired by Correira et al. [18], who conducted an SLR on 
MMs in supply chain sustainability. Figure 1 presents a diagram 
of the methodology that depicts the five phases of the SLR. In 
this chapter, the first four phases are discussed in more detail, 
whereas the results are consolidated in chapter Results.

Fig. 1 Procedure for the systematic literature review

Phase 1 - Problem Formulation and Question Identification
Maturity models are intended to represent changes in an 

entity's competencies in a stage or stadium-like manner and 
along a desired or logical pathway [19]. These stages are 
represented by levels or stages, which represent a path from a 
baseline state to full maturity. Each level/stage contains criteria 
and characteristics that must be met in order to reach it, as well 
as concrete approaches for advancing to higher levels [20]. The 
application of the models is mainly limited to the analysis of 
actual states in order to determine the maturity level of a 
company in the predetermined characteristics. Through the 
maturity approach, companies can also use the models to 
identify transformation strategies and thus continuously drive 
the transformation process forward [21]. Concrete 
improvement approaches can then be formulated from the 
descriptions of the levels and incorporated into the company's 
strategic planning [12]. 

Due to this relevance, it is of high importance for 
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manufacturing companies to obtain an overview of existing 
maturity models from the scientific literature, which can 
support them in their model selection and thus promote their 
circular business transformation. In the research area of 
maturity models in the Circular economy, some literature 
analyses have already been carried out, but these were related 
to other sectors, such as IT, project management or supply chain 
management (e.g. [22]). Correiera et al. identified 11 maturity 
models to assess and promote sustainability in the supply chain 
[18]. Montag et al. identified 35 models and frameworks to 
develop a Circular Supply Chain Maturity Model based on them 
[23]. However, structural changes are needed in all areas of the 
company, from product development, resource procurement 
and supply chains to the structure of use and the conception of 
the product's end of life [9].  Accordingly, there is currently a 
lack of a review of the literature on holistic maturity models for 
manufacturing companies, which leads to the first research 
question as follows: 

RQ1: Which circular economy maturity models already 

exist for manufacturing companies at micro level in the 

literature? 

The selected characteristics of the model on the basis of 
which maturity is determined is a critical point, as these form 
the basis of the model. According to Akkasoglu, the maturity-
relevant characteristics are subject to the five requirements of 
goal conformity, independence, completeness, interpretability 
and influenceability [24]. Considering previous literature from 
other research areas, the selected criteria may vary depending 
on the maturity model. Correiera et al. identified variations in 
their SLR maturity models from missing to 24 characteristics, 
for example [18]. Considering the maturity measurement for 
manufacturing companies, it is of great importance by which 
characteristics maturity is captured, which leads to the 
following research question:  

RQ2: What characteristics influence the circular 

maturity of a manufacturing company? 

In addition to the definition and number of maturity-relevant 
characteristics, the measurement method is also crucial for 
determining the maturity level. The measurement method 
includes the type of questions used to gather information for the 
respective characteristic. According to Bensiek, three 
measurement methods occur in maturity models [13]: open-
ended questions, closed-ended questions and Likert scale 
questions. The commonly used Likert scale allows users to 
indicate their level of agreement ("strongly agree" to "strongly 
disagree") with a statement [25]. In a survey with closed 
questions, several concrete expressions of the characteristic are 
given for answering. In contrast, open-ended questions do not 
give any answer options [11], [26]. Thus, questionnaire-based 
models insist on self-assessments and thus involve a certain 
subjectivity or fuzziness compared to the use of exact values 
with units of measurement [27]. This leads to the third research 
question: 

RQ3: Which measurement methods are used to record 

the characteristics relevant to maturity?  

 
Phase 2 - Literature Search 
In the second phase of the SLR, the search strategy for the 

literature search is determined and databases are searched using 
keywords. Due to the increasing publication on the internet, we 
concentrated exclusively on scientific electronic literature 
databases. According to Gusenbauer and Haddaway, the four 
well-known academic literature databases SCOPUS, Web of 
Science, EBESCOhost and Emerald Insights are suitable for an 
SLR [28]. In view of the selected research area, the titles and 
abstracts were examined by means of a keyword search of the 
four databases in the fixed period from 2000 to 2023. The 
results were continuously narrowed down using a three-stage 
keyword entry procedure linked with AND operators ("Circular 
Economy" AND "Maturity"; "Circular economy" AND 
"Maturity" AND "Model"; "Circular economy" AND 
"Maturity" AND "Model" AND "Manufacturing"). This three-
step process allows Circular economy Maturity models for 
manufacturing companies to be identified without losing any 
models in the last search function if one were to start with this 
one. Through this process, a total of 533 publications were 
identified across all four databases. The keyword searches of 
the SCOPUS and Web of Science databases yielded more than 
twice as many publications as ScienceDirect and EBESCOhost. 
The overview of the number of identified models per search 
term and database is shown in Table I. 

 
TABLE I 

KEYWORD SEARCH USED IN THE DATABASES 
Keyword 
Search 

SCOPUS Web of 
Science 

ScienceDirect EBESCOhost Total 

Circular 
economy 
AND 
Maturity 

121 122 50 44 337 

Circular 
economy 
AND 
Maturity 
AND Model 

55 60 22 21 158 

Circular 
economy 
AND 
Maturity 
AND model 
AND 
manufacturing 

13 14 6 5 38 

Total 189 196 78 70 533 

 
Phase 3 - Eligibility Criteria & Screening/ Evaluation of 

Research 
In the third phase, the scientific literature identified is 

narrowed down using eligibility criteria to identify only the 
most relevant literature [29]. Since the literature search was 
conducted separately for each database, all duplicates were 
excluded in a first step.  
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Fig. 2 PRISMA diagram

This resulted in 162 publications from the original 533 
publications. During the subsequent screening process, the titles 
and summaries of all results were read in order to exclude the 
publications that did not fall within the scope of the circular 
economy maturity models for manufacturing companies. This 
resulted in the exclusion of 117 publications. This included 
some readiness models that will not be considered in this SLR. 
Although the term "readiness" is understood in a very similar 
way to "maturity" and both terms refer to an evolutionary 
process, the term "readiness" refers to the readiness of an 
organization to start the development process and the term 
"maturity" refers to the level of maturity the organization is 
already at [30]. 

Subsequently, all remaining publications were checked for 
additional criteria:

• Written in English: The publication must be written in 
English so that it is accessible to a broad scientific community.

• Published in scientific journals or conferences: The 
literature must have been published in a scientific journal or 
presented at a scientific conference. This excludes unpublished 
literature and guarantees scientific quality.

• Presentation of a maturity model as output: This excludes 
publications without a clear model. This exclusion criterion was 
defined in order to be able to derive clear phases and maturity-
relevant characteristics or their measurement methods.

• Focus on micro-level: This excludes publications whose 
Circular economy maturity models focus on meso-level (e.g. 
networks) and macro-level (e.g. nations). 

Based on these criteria and the number of models identified, 
16 models were identified for further analysis. The entire search 
process is illustrated by the PRISMA flowchart in Fig. 2.

Phase 4 - Research Analysis and Interpretation
The fourth phase describes the analysis of the identified 

publications for specific analysis criteria in order to obtain 
statements about the research questions. Seven analysis 
categories with different numbers of subcategories were 
defined. We followed the analysis categories of Correira et al., 
but added "maturity-relevant characteristics" for RQ 2 and 
"measurement method" for RQ 3 (see Table II) [18]. If no 
sufficient information could be identified in a subcategory, this 
was marked as "not identifiable".
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TABLE II 
CATEGORIES FOR THE LITERATURE REVIEW ANALYSIS PARTLY BASED ON CORREIRA ET AL. [18] 

Category Subcategories Description 

Paper identification Authors List of authors 

Publication date Year of publication 

Publication type Journal article, conference proceedings, etc. 
Scope Maturity Scope Process, whole company 

Typology [31] 
  

Structured models  
 

A formal and complex structure, similar to the CMMI  

Maturity grids  A set of maturity levels that address different aspects of a research field 

Likert scale questionnaires 
 

A series of questions where survey participants rank the company on a scale of 
1 to n 

Hybrid models  A combination of characteristics of maturity grids and Likert scale model 
structure 

Architecture [32] 
 
 
 
 
 
 
 

Staged A cumulative set of areas that define each level. All areas of a level must be 
successfully achieved before the next level can be entered. 

Continuous A set of areas that can be addressed separately. Instead of addressing all areas of 
a given level, the focus of optimisation can be on a specific area 

Others Other information not included in the previous subcategories 

Components [31,32] Number of 
maturity levels 

Count of the number of maturity levels 

Descriptors The name for every level of maturity 

Level description The value is "Yes" if it contains the description or summary of the characteristics 
of the individual levels, otherwise "No". 

Maturity-relevant 
characteristics 

Various approaches to analysing or assessing the level of maturity, taking into 
account one or more common characteristics. Alternatively, it may be a set of 
activities that contribute to achieving a number of objectives that contribute to 
attaining a higher level of maturity. 

Measuring method Metrics  Subjective/fuzzy or objective/distinct measuring method 

Validation Validation Information about the validation and number of validation phases 

Model development Development basis Building on a model or own developed concept 

III. RESULTS 

In this chapter, the 16 identified refection models are 
analyzed using the criteria from Table II and the results are 
described in detail. Fig. 3 shows the number of publications and 
the type of publication over time. It is noticeable that 14 of the 
16 maturity models were published in journals and only two as 
conference proceedings. In addition, the number of models 
increases with the years, whereby the year 2023 is still excluded 
due to its incompleteness. 

 
Scope, Typology and Architecture of the maturity models 
According to Bensiek, the scope of a maturity model can be 

action-specific or organization-wide [13]. To answer RQ 1, it 
can be stated that all 16 models have a holistic approach to 
organizational maturity assessment, but differ in the specific 
task focus. Brendzel-Skowera [33] e.g. focuses on the 
implementation of business models for SME, whereas 
Heazendonck & van den Berghe [34] examine Belgian ports on 
their circular maturity. This focus on the holistic approach is 
also reflected in the maturity-relevant characteristics for 
answering RQ 2, which are explained in more detail in the 
subchapter components. 

Although all models focus on the Circular economy maturity 
assessment for companies or organizations, the model of 
Kayikci et al. [35] provides a broader framework for 

consideration. In addition to circular maturity, it also measures 
circular readiness as well as maturity and readiness for Industry 
4.0 transformation.  

The maturity model typology can differ from model to 
model. Of the 16 models, nine models can be assigned to a 
structural typology (e.g. [36]). Despite this predominant 
typology among the models, other models can be assigned to a 
different typology, such as the maturity model by Uztürk & 
Büyüközkan [37] which applies to a maturity level grid 
representation. Other authors also use a grid representation, but 
combine this with a Likert scale questionnaire to form a hybrid 
model, such as by Sacco et al. [38]. The models of Górecki [39] 
and Vegter et al. [40] could not be assigned to any of the other 
typologies and were therefore labelled "Others". 

The most commonly used form of maturity model 
architecture is the stage-by-stage representation of Circular 
economy maturity. Eleven out of 16 models, such as Acerbi et 
al. [36] prefer this representation. The continuous 
representation is taken up by four models, such as. e.g. 
Golinska-Dawson et al. [41]. Only one model, that of Górecki. 
[39] uses neither a stepwise nor a continuous representation, but 
tabulates the maturity of each component separately. The 
detailed analysis and comparison of the identified maturity 
models is shown in Table III. 
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Fig. 3 Number of identified maturity models per year 

 
Validation and Model development 
According to Bruin et al. it is of particular importance to test 

the maturity models after their development and to validate 
them for validity, reliability as well as generalizability [11]. 13 
of the 16 identified models name a validation process, although 
this varies widely: Some models apply their model to a different 
number of companies, e.g. Brendzel-Skowera [33] which tests 
its model on 99 SMEs. Another form of validation consists of 
interviewing experts, as done by Ünal & Sinha [42] who 
interviewed 17 CEOs from different companies. However, not 
only through interviews, also through workshop concepts, as by 
Acerbi et al. [36] can also be used to validate the maturity 
models. A comprehensive validation approach was used by 
Sacco et al. [38] who tested their model for completeness and 
reliability in three validation iteration steps (1. self-validation, 
2. expert validation, 3. company validation). Only the models 
of Górecki [39], Romero & Molina [43] and Uhrenholt et al. 
[44] do not mention any validation steps. 

In terms of model development, the models of Brenzel-
Skowera adapt [33] and Howard et al. [45] adapt the Capability 
Maturity Model Integration (CMMI) to classify maturity levels 
into 1- . Initial, 2 - Managed, 3 - Defined, 4 - Quantitatively 
managed and 5 - Optimising. Four other models ( [46], [35], 
[47], [48]) use the designation of maturity levels according to 
Grant and Pennypacker with the levels (0) meaning non-
existent, one (1) executed, two (2) managed, three (3) 
established, four (4) predictable, and five (5) optimised. [49]. 
Another aspect of model development concerns the 
combination of different model components, such as Brendzel-
Skowera, who combines the Business Model Canvas with the 
CMMI and the R2Pi to create a new aggrandized model [33]. 

 
 Components 
This subchapter answers RQ 2. An important component of 

a maturity model are the maturity levels, which represent to the 
user how advanced the transformation to a specific area is [12]. 
Table III shows that the number of maturity levels, but also the 
way they are presented, varies in terms of scale. While 14 of the 
16 models use fixed levels in the form of an ordinal scalar, such 
as Romero & Molina [43] (L1: performed; L2: managed; L3: 

Standardised; L4: Innovating), the model according to Sacco et 
al. [38] uses an interval scale from 0 to 100%. [50]. All 16 
models use an upstream literature review for the maturity-
related characteristics, such as Sacco et al. which is oriented 
towards the eight enterprise domains of the Porter Value Chain 
to be able to map a holistic enterprise maturity [38]. 

The model by Górecki [39] does not specify a number of 
levels. Regarding the naming of the individual levels, six 
models use the names of other known maturity models, as 
described in the subchapter Validation and Model development. 
Regarding the description of the individual levels, the SLR 
shows that half of the models give a description of the levels 
and the other half only mention the levels but do not go into 
more detail about the particular classification of the respective 
maturity level. 

Table III shows that the definitions and also the number of 
elements used to capture the respective maturity vary 
depending on the model and are not uniform. Some models, 
such as Uhrenhold et al. [44] use the same six maturity-relevant 
characteristics, such as "value creation", which have different 
characteristics depending on the level of the six maturity levels, 
consistently throughout the entire model. Other models, such as 
Howard et al. [45] cite a different number and also definitions 
of maturity-relevant characteristics per maturity level that is 
significant for the respective level. In addition, there are also 
models that use a combination of both variants. Brendzel-
Skowera, for example, uses individual characteristics such as 
"Knowledge about circular economy and business models 
dedicated to it." [33] consistently, but also adds additional 
characteristics per level. This insight also includes the 
thresholds between the levels, which in some cases (e.g. 
Brendzel-Skowera [33]) or the delimitation of the maturity 
levels is described by characteristics such as "absent" to "low 
level". None of the models uses numerical threshold values that 
can be used to identify the assignment to a specific maturity 
level. 

This wide variation of the models in terms of definition also 
relates to the number of characteristics used. Fig. 4 shows the 
number of maturity levels used (Y-axis) in relation to the 
number of characteristics used (X-axis) in 15 of the 16 models. 
Due to the interval scale of the model according to Sacco et al. 
[38] it is therefore not shown in the figure. It is clear that the 
number of maturity levels lies between three and six levels, with 
four models each having five levels (e.g. Acerbi et al. [36]) and 
six models six levels (e.g. Kayikci et al. [35]). Only for the 
model of Górecki [39] no maturity levels are given.   

The variance in the number of levels is also evident in the 
number of characteristics. Here the number ranges from none   
mentioned characteristics (Haezendonck & van den Berghe [34] 
and Vegter et al. [40]) to 26 maturity-relevant characteristics 
(Howard et al. [45]). The mean value across all models is about 
eight characteristics. 
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Fig. 4 Number of stages depending on the characteristics. Legend: A 2021 - Acerbi et al. [36]; B-S 2021 - Brendzel-Skowera [33]; 
G-D 2021 - Golinska-Dawson et al. [41]; G 2019 - Górecki [39]; H 2020 - Haezendonck & van den Berghe [34]; H 2018 -  Howard 
et al. [45]; J 2022 - Julkovski et al. [46]; K 2022 - Kayikci et al. [35]; R 2014 - Romero & Molina [43]; S 2019 - Sehnem et al. 
[47]; S 2020 - Sehnem et al. [48]; U 2022 - Uhrenholt et al. [44]; Ü 2023 - Ünal & Sinha [42]; Uz 2022 - Uztürk & Büyüközkan 
[37]; V 2023 - Vegter et al. [40] 

 
Measuring method 
To answer RQ 3, the measurement methods of the maturity-

relevant characteristics were analyzed. In questionnaire-based 
maturity models, in this study mostly hybrid models, the 
availability and transparency of the underlying questionnaire 
have a great influence on the answering of the research 
question. With structured models, such as the maturity model 
according to Uhrenhold et al. [44] it is necessary to provide 
information about the measurability of the individual (sub-) 
characteristics. After analyzing all maturity models, it can be 
concluded that very few models provide sufficient information 
about the underlying metrics or questionnaires used. Only the 
model according to Sacco et al. [38] allows a division into 
subjective or "fuzzy" and objective or "distinct" measurement 
methods. Here, self-assessments using e.g. Likert scales are 
classified as subjective or "fuzzy" measurement methods and 
values with clear units (e.g. kg, etc.) as objective measurement 
methods. In the Sacco et al. model, circularity is also assessed 
in addition to the question about the maturity of the company 
[38]. Due to the focus of this study on maturity, only the 
questions related to maturity were considered. It was possible 
to index 23 subjective and three objective measurement 
methods of the individual questions, whereby the objective 
questions referred to relative numbers in % (e.g. question item 
17 "Which percentage of your suppliers are audited with regard 
to their circular economy practices?" [38]). 

IV. DISCUSSION 

The results of this SLR show the great variety and high 
diversity in the individual circular economy maturity models 

for manufacturing companies in terms of typology, architecture, 
number and definition of maturity-relevant characteristics as 
well as the number of maturity levels. With regard to the design 
of the maturity models, the SLR shows that 11 of 16 models use 
a tiered representation. This representation is based on the 
assumption that specific criteria must be met in order to reach a 
maturity level [20]. To reach a higher level, all criteria of the 
lower level must be fulfilled. In contrast, four models use a 
continuous representation. This representation addresses the 
evolutionary nature of change and is based on the assumption 
that development is dependent on situational factors, which 
means that not all criteria need to be met to reach a higher level 
of maturity [51]. 

As a rule, the number of maturity levels varies among the 
models, whereby the higher the number of maturity levels, the 
greater the precision of the assessment, but also the complexity 
of the characteristics relevant to the maturity level [52]. The 
SLR confirms the variations in the number of maturity levels, 
which ranges from three to six. The variations can also be seen 
in the type and number of maturity-relevant characteristics, 
which form the basis of any maturity model. According to 
Correira et al. there is no ideal number of characteristics for 
determining maturity in maturity models, as the trade-off 
between perceived complexity and independence of the 
characteristics should be taken into account when creating the 
model [18]. In the identified models, the number of 
characteristics used varies from zero to 26, with an average of 
eight characteristics, and thus most models include less than ten 
characteristics for assessment. This can be justified by the fact 
that these models are more general in design and are not fixed 
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to a specific industry to be applied by many organizations.  
Another variation is evident in the definition or meaning of 

the maturity-relevant characteristics of the models. Although all 
models use a holistic approach to determine maturity, the 
definition of the model-dependent characteristics is different. In 
Table IV, the characteristics are assigned to the ranges of 
Porter's Value Chain [53] which represents the value creation 
of interrelated company activities and divides the company 
units involved into eight areas.  It is noticeable that all models 
(e.g. Firm infrastructure or Operations) and other categories, 
such as Inbound & outbound logistics, represent some 

categories according to Porter only by individual models. The 
category Service cannot be assigned to any model and is 
therefore completely missing. This distribution may be due to 
the fact that the characteristics are named differently and 
therefore there may be overlaps between the categories. In 
addition, the characteristics are named in varying degrees of 
detail, so that the characteristics of individual models possibly 
address the Services category, but do not mention them by name 
or do not distinguish them.  

 

 
TABLE IV 

CLASSIFICATION OF THE MATURITY-RELEVANT CHARACTERISTICS TO PORTER'S VALUE CHAIN 

Porter's Value Chain 

Categories 

Maturity-relevant charateristics Reference 

Firm infrastructure Stakeholder management; Strategic management Acerbi et al. [36] 
Circular business model / Environmental management / Awareness of 
the company's stakeholders 

Brendzel-Skowera [33] 

Organizational culture/ Organizational structure/ Organization 
management 

Górecki [39] 

Circular economy Vision Howard et al. [45] 
Policy /Strategy Kayikci et al. [35] 
Quality of life and community connections/ Environment,  Romero & Molina [43] 
Strategy & Vision/ Environmental management/ Cooperation & 
industrial symbiosis 

Sacco et al. [38] 

Value creation/ governance/ partnership Uhrenholt et al. [44] 
Business Model/ Stakeholders Uztürk & Büyüközkan [37] 

HR management Knowledge about circular economy Brendzel-Skowera [33] 
Human resources Górecki [39] 
Social  Kayikci et al. [35] 
Human resources/ health and safety Romero & Molina [43] 
Training; Employee satisfaction & participation Sacco et al. [38] 
People & skills Uhrenholt et al. [44] 
Social fairness Ünal & Sinha [42] 

Technology development Technical infrastructure Górecki [39] 
Technology Kayikci et al. [35] 
Information and communication system Romero & Molina [43] 
Eco-design Sacco et al. [38] 
Technology Uhrenholt et al. [44] 
Technology Uztürk & Büyüközkan [37] 

Procurement Supplier improvement / Regional capability Howard et al. [45] 
Supplier selection & auditing Sacco et al. [38] 
Supply chain Uhrenholt et al. [44] 

Inbound & outbound 

logistics 

Transportation Romero & Molina [43] 
Direct logistic / Reverse logistic, Sacco et al. [38] 

Operations reuse, refurbish, recycle and remanufacture materials / Process 
management 

Acerbi et al. [36] 

Project management Górecki [39] 
Water, Emissions, Energy, Material Golinska-Dawson et al. [41] 
Efficiency measurements: materials, energy, water Howard et al. [45] 
collect, retain/ 
extend, share, reuse/redistribute, and remanufacture/renew 

Julkovski et al. [46] 

Product / Process/  Kayikci et al. [35] 
Material/ Energy/ Waste management Romero & Molina [43] 
Resource consumption/ Waste management, Sacco et al. [38] 
Technical Cycle: Collect; Keep/Extend; Share; Reuse/Redistribute; 
Remanufacture/refurbish 
 

Biological Cycle: Collect; Cascade Exploitation; Extraction of 
biochemical raw materials; Anaerobic digestion; Biogas; Biosphere 
regeneration; Biochemical raw materials; Agriculture/cellection 

Sehnem et al. 2019 [47] & 2020 
[48] 

Operations/ Product and material Uhrenholt et al. [44] 
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TABLE IV 
CLASSIFICATION OF THE MATURITY-RELEVANT CHARACTERISTICS TO PORTER'S VALUE CHAIN (CONT.) 

Operations Material Health; Material reutilization; Renewable energy; Water 
stewardship 

Ünal & Sinha [42] 

Product/ Process Uztürk & Büyüközkan [37] 
Marketing & sales Economic Kayikci et al. [35] 

Marketing Romero & Molina [43] 
Marketing & communication Sacco et al. [38] 

Service -  -  

Every maturity model has the goal of assessing performance, 
which should primarily be done objectively [21], [13]. 
However, the models studied do not provide much detailed 
information about their underlying assessment method based on 
metrics. On the one hand, this lack of information is reflected 
in the absence of threshold values between two maturity levels, 
since in all models it is not comprehensible at which level of a 
characteristic relevant to the maturity level the change to a 
higher maturity level takes place. On the other hand, the lack of 
information is also reflected in the transparency of the 
questionnaire, which is a preferred method for assessing the 
performance of the identified models. Although it is mentioned 
that a questionnaire is used and the answer options are Likert-
based, there is a lack of information about the concrete 
questions in most maturity models. Only the model according 
to Sacco et al. [38] is transparent in this respect, so that all 
questions were accessible for analysis. For this reason, an 
analysis of the measurement method can only be carried out for 
this model. The distinction between subjective (or fuzzy) and 
objective (or “distinct”) measurement methods gives an 
indication of the objectivity of the performance evaluation. In 
the model, the method of subjective self-assessment 
predominates over the objective one, illustrated by the use of 
units or relative references in %.  

Maturity models are used to determine the current situation, 
to derive and prioritize improvement measures on this basis and 
then to monitor the success of their implementation [12]. 
However, the analyzed maturity models only represent rough 
steps to improve the maturity level. This lack of information 
was also noted by Correrira et al. in their analysis of maturity 
levels [18]. Although the maturity models with a stage 
representation represent a more detailed information base for 
transformation than the continuous representation method, they 
also lack concrete guidelines.  

V.  CONCLUSION, LIMITATIONS AND FUTURE RESEARCH 

The SLR aimed to provide a systematic overview of existing 
circular economy maturity models for manufacturing 
companies. By applying keyword combinations in the four 
electronic databases EBESCOhost, SCOPUS, Web of Science 
and Emerald Insights, 16 maturity models were selected. The 
results show that the number of published models is steadily 
increasing over time, but is at a low level compared to the 
absolute number of models identified. This confirms the need 
for research in this area.  

The identified maturity models were examined for various 
analysis criteria, including the considered frame of reference of 
the maturity models. This allowed the first research question 

(RQ1) to be answered. All models focus on the entire company 
with a holistic approach to maturity assessment, but differ in 
their concrete use case (e.g. Heazendonck & van den Berghe 
[34]). Differences also show in the different structure and 
architecture of the models. With regard to the model typology, 
a structural approach predominates, followed by the grid 
representation. The preferred variant of the architecture is the 
stepwise representation, which 11 of 16 models use.   

With regard to the maturity-relevant characteristics (RQ2), 
the SLR shows that these vary in number and definition and are 
model-dependent. Some models consider the same 
characteristics across all maturity levels, while other models 
apply a different number and definition of characteristics 
depending on their level. This variation is also reflected in the 
number and definition of maturity levels, which are adopted or 
redefined from known maturity models, depending on the 
model analyzed.  

To answer the third research question (RQ3), the 
measurement methods of the models were analyzed, which are 
often questionnaire-based. The results of the SLR show that the 
models provide little information about the underlying metrics 
and their questionnaires and lack transparency. Only the 
maturity model according to Sacco et al. [38] allowed a clear 
conclusion about subjective and objective measurement 
methods. Here, subjective self-assessments by Likert clearly 
outweigh objective measurement methods through the 
reference to measurement units.   

 
Research Implications for research and practice 
The SLR contributes to a comprehensive overview, analysis 

and synthesis of the literature in the field of circular economy 
maturity models. By consolidating the different models, their 
focus, measurement methods and characteristics, academia as 
well as business organizations such as manufacturing 
companies can compare the individual models. The paper also 
provides the basis to engage more with the emerging research 
field of circular economy maturity models and can serve as a 
basis for model selection for manufacturing companies that 
want to assess their circular maturity. 

 
Limitations and future research 
It should be noted when using the SLR that authors were 

limited in some areas. By conducting a literature search, there 
is very often a risk that not all relevant literature can be 
identified through the use of electronic databases. On the one 
hand, this concerns the four databases used, but also the choice 
of keywords, which, although applied in a three-stage search 
procedure, cannot give any indication of completeness. In 
addition, one criterion for the selection of literature was 
scientific publications at conferences or in scientific journals. 
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Some consulting firms develop their own models, but these 
were not included during the research because insufficient 
information was available on the structure.   
The SLR provides the basis for further research in the area of 
circular economy maturity models. In the following, indications 
for further research activities are given: 
 

A: Maturity-relevant characteristics 
The SLR identified a large variance in the maturity-based 

characteristics used across the models. In addition, Porter's 
service category was not addressed by any of the models [53].  
This evidence should be addressed in further research activities. 
Through a detailed analysis of the identified characteristics and 
the interdependencies between them, interdependencies can be 
identified and a basic set of indicators can be established that 
allows the maturity of manufacturing companies to be assessed. 
When creating the indicator set, however, care should be taken 
to ensure that it can be adapted depending on the industry, etc. 
The first basis could be the overview of characteristics and 
interdependencies. A first basis could be the overview of the 
characteristics in Table IV and the inclusion of circular 
economy readiness models. In addition to maturity models, 
readiness models indicate the readiness of an organization for a 
transformation. These are often also questionnaire-based and it 
could be examined to what extent indicators are suitable for 
adaptation in the area of maturity models.   

 
B: Thresholds between levels & measurement methods 
Due to the identified lack of description of the maturity 

models in the models, it is necessary that the individual maturity 
levels are described in more detail. In addition, the threshold 
values between the levels should also be addressed in the future 
creation of the models. Due to the lack of detailed description 
and the lack of quantitative data, the focus of future work should 
be placed on the integration of data-based thresholds in order to 
be able to represent the distinction between maturity levels 
numerically. This also applies to the chosen measurement 
methods of the characteristics. Here it should be clear which 
measurement method is used in the questionnaire. In addition, 
the future focus should also be on the integration of objective 
measurement methods, e.g. through indicators with 
measurement units. Through this, different methods for 
aggregating subjective and objective measurement methods 
should be tested.   
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Abstract— This research will design a toolkit for the 

construction companies in India to bring confidence and achieve the 

acceptance of Circular Business Models (CBMs) within the 

construction sector. It will develop a business framework by looking 

into cases of large scale construction companies including Bechtel 

Corporation, SKANSKA, Turner Construction, AECOM and 

EMCOR that are applying a circular economy model in their 

construction practices. These are some of the largest construction 

companies in the US and have been around since generations. They 

all have been embracing new technologies and setting benchmarks 

with a deep commitment to excellence and contribution to creating 

a regenerative built environment. The selected companies deliver 

projects with the purpose of growing economies, improving the 

resiliency of the world’s infrastructure, tackling critical 

environmental challenges and getting closer to net zero to build a 

cleaner, greener and safer space. Through this research, these 

companies' business models will be analyzed and the learnings from 

their practices will be used in generating a model for the Indian 

construction companies. The framework will be developed by 

exhaustively analyzing the existing construction trends, methods 

and needs in both industrialized and developing economies. 
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Abstract— The concept of a circular economy is gaining 

increasing attention as a way to promote sustainable economic 

growth and reduce the environmental impact of human activities. The 

circular economy is a systemic approach that aims to keep materials 

and resources in use for as long as possible, minimize waste and 

pollution, and regenerate natural systems. The purpose of this article 

is to present a summary of the principles and tactics employed in the 

circular economy, along with examples of prosperous circular 

economy projects implemented in different sectors across Japan, 

Austria, the Netherlands, South Africa, Germany, and the United 

States. The paper concludes with a discussion of the challenges and 

opportunities associated with the transition to a circular economy and 

the policy interventions that can support this transition. 
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Abstract—Convention wisdom suggests that firms with high 

environmental, social, and governance (ESG) ratings would curb 

short-term oriented activities, such as stock repurchases conducted 

just to meet the EPS targets. However, we present puzzling evidence 

that EPS-motivated repurchases are positively associated with the 

ESG ratings, mainly coming from its environmental and governance 

components. We provide an explanation to this puzzle that the long-

run stock out-performance following EPS-motivated repurchases is 

around 6% per year, which could make firms favor such repurchases 

in the cost of their ESG ratings. Furthermore, we show that financial 

reporting opacity following EPS-motivated repurchases is equally 

severe for firms with high ESG ratings, hence implying the presence 

of “greenwashing”. 
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Abstract— It is expected that close to 7 billion people will live in 

urban areas by 2050. In order to improve the sustainability of the 

territories and its transition towards circular economy, it’s necessary 

to understand its metabolism and promote and guide the 

entrepreneurship answer. The study of a macroeconomic metabolism 

involves the quantification of the inputs, outputs and storage of energy, 

water, materials and wastes for an urban region. This quantification 

and analysis representing one opportunity for the promotion of green 

entrepreneurship. There are several methods to assess the 

environmental impacts of an urban territory, such as human and 

environmental risk assessment (HERA), life cycle assessment (LCA), 

ecological footprint assessment (EF), material flow analysis (MFA), 

physical input-output table (PIOT), ecological network analysis 

(ENA), multicriteria decision analysis (MCDA) among others.  

However, no consensus exists about which of those assessment 

methods are best to analyze the sustainability of these complex 

systems.  

Taking into account the weaknesses and needs identified, the CiiM 

- Circular Innovation Inter-Municipality project, aims to define an 

uniform and globally accepted methodology, through the integration 

of various methodologies and dynamic approaches to increase the 

efficiency of macroeconomic metabolisms and promoting 

entrepreneurship in a circular economy. 

The pilot territory considered in CiiM project has a total area of 

969,428 ha, comprising a total of 897,256 inhabitants (about 41% of 

the population of the Center Region). The main economic activities in 

the pilot territory, which contribute to a gross domestic product of 14.4 

billion euros, are: social support activities for the elderly; construction 

of buildings; road transport of goods, retailing in supermarkets and 

hypermarkets; mass production of other garments; inpatient health 

facilities; and the manufacture of other components and accessories for 

motor vehicles. The region's business network is mostly constituted of 

micro and small companies (similar to the Central Region of Portugal), 

with a total of 53,708 companies identified in the CIM Region of 

Coimbra (39 large companies), 28,146 in the CIM Viseu Dão Lafões 

(22 large companies) and 24,953 in CIM Beiras and Serra da Estrela 

(13 large companies). 

 For the construction of the database, was taking into account data 

available at the National Institute of Statistics (INE), General 
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Directorate of Energy and Geology (DGEG), Eurostat, Pordata, 

Strategy and Planning Office (GEP), Portuguese Environment Agency 

(APA), Commission for Coordination and Regional Development 

(CCDR) and Inter-municipal Community (CIM), as well as dedicated 

databases.  

  

In addition to the collection of statistical data, it was necessary to 

identify and characterize the different stakeholder groups in the pilot 

territory that are relevant to the different metabolism components 

under analysis.  The CIIM project also adds the potential of a 

Geographic Information System (GIS), so that it is be possible to 

obtain geospatial results of the territorial metabolisms (rural and 

urban) of the pilot region.  

This platform will be a powerful visualization tool of flows of 

products/services that occur within the region and will support the 

stakeholders, improving their circular performance and identifying 

new business ideas and symbiotic partnerships. 
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Abstract— The circular economy (CE) has gained increased 

awareness among academics, businesses, and decision-makers as it 

stimulates resource circularity in the production and consumption 

systems. A large epistemological study has explored the principles of 

CE but scant attention eagerly focused on analysing how CE is 

evaluated, consented to, and enforced using economic metabolism data 

and business intelligent framework. Economic metabolism involves 

the ongoing exchange of materials and energy, within and across 

socio-economic systems, and requires the assessment of vast amounts 

of data to provide quantitative analysis related to effective resource 

management. Limited concern, the present work has focused on the 

regional flows pilot region from Portugal. By addressing this gap, this 

study aims to promote eco-innovation and sustainability in the regions 

of Intermunicipal Communities Região de Coimbra, Viseu Dão Lafões 

and Beiras e Serra da Estrela, using this data to find precise synergies 

in terms of material flows and give companies a competitive advantage 

in form of valuable waste destinations, access to new resources and 

new markets, cost reduction and risk sharing benefits. In our work, 

emphasis on applying artificial intelligence (AI) and more specifically 

on implementing state-of-the-art deep learning algorithms is placed, 

contributing to construction a business intelligent approach. With the 

emergence of new approaches generally highlighted under the sub-

heading of AI and machine learning (ML), the methods for statistical 

analysis of complex and uncertain production systems are facing 

significant changes. Therefore, various definitions of AI and its 

differences from traditional statistics are presented, and furthermore, 

ML is introduced to identify its place in data science and the 

differences in topics such as big data analytics and in production 

problems that using AI and ML are identified. A lifecycle-based 

approach is then taken to analyse the use of different methods in each 

phase to identify the most useful technologies and unifying attributes 

of AI in manufacturing. 

Most of macroeconomic metabolisms models are mainly direct to 

contexts of large metropolis, neglecting rural territories, so within this 

project, a dynamic decision support model coupled with artificial 

intelligence tools and information platforms will be developed, 

focused on the reality of these transition zones between the rural and 

urban. Thus, a real decision support tool is under development, which 

will surpass the scientific developments carried out to date and will 
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Abstract— The demand and commitment to sustainability in the 

agrifood sector introduce news opportunities for new composite 

materials. Composite materials are emerging as a vital entity for the 

sustainable development. Polylactic acid (PLA) has been recognized 

as a potential polymer with attractive characteristics for agrifood sector 

applications. PLA that can be beneficial for the development of 

composites, biocomposites, films, porous gels, and so on. The 

production of PLA from lignocellulosic biomass residues matrix is a 

key option towards a sustainable and circular bioeconomy and a non-

competitive application with feed and food sector. The Flui and 

BeirInov projects presents news developments in the production of 

PLA composites to value the Portuguese forest ecosystem, with high 

amount of lignocellulosic biomass residues and available. A 

performance production of lactic acid from lignocellulosic biomass 

undergoes a process of autohydrolysis, saccharification and 

fermentation, originating a lactic acid fermentation medium with a 

72.27g.L-1 was obtained and a final purification of 72%. The high 

purification PLA from multi lignocellulosic residues representing one 

economic expensive process, and a new materials and application for 

the polymers and a combination with others types of composites matrix 

characteristic is the drive-up for this green market. 
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Abstract— Pine resin activity in Portugal was one of the most 

important and major non-wood forestry, representing a strategic 

natural resource for Portuguese Bioeconomy and an important social 

activity for rural regions. Pine forests representing a stock of 

atmospheric carbon, contributing to greenhouse effect mitigation and 

social and environmental important services returns. They are 

important sources of numerous useful products, including not only 

wood and cellulose but also nonwood products used by the chemical, 

food, and pharmaceutical industries, as well as for biorefineries. 

Portuguese pine forest area decreases from 1 million hectares to 400 

mil hectares in the last 20 years. Portugal in 80´s decade was one of 

the world´s TOP 3 producers, with a middle annual production of 140 

mil tones.year-1. With the pressure of the social desertification, forest 

fires, phytosanitary problems (e.g. nematode of the pine wood) and the 

decrease of economic value and competitivity of the Portuguese forest, 

the actual middle annual production is less than 10 mil tones.year-1 

(lesser 92%). This significant decrease representing an annual 

economic loss of approximately 130-140 million Euros. year-1for 

forest primary sector in Portugal. The Biopinus project design new 

forestry approach and strategic biotechnologies knowledge to increase 

the economic value of Pine resin in Portugal, with an impact on the 

growth of the economic value of Pine resin from 1,1 to 1,5 Euros/kg. 
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Abstract— Conventional plastic impacts in Planet, natural 

resources contamination, human health as well as animals, are the most 

attraction environmental and health attention. The lack of treatment in 

the end-of-life (EoL) phase and uncontrolled discard, allows plastic to 

be found everywhere in the world. Food waste are increase 

significatively with a final destination to landfills. To face these 

difficulties, new packaging solutions are needed with the objective of 

prolonging the shelf-life of products as well as equipment solutions for 

the development of the mentioned packaging. FLUI project thus 

presents relevance and innovation to reach a new level of knowledge 

and industrial development, focused in Ecodesign. Industrial 

equipment field for the manufacture of new packaging solutions based 

on biodegradable plastics films to apply in the food sector. With lesser 

environmental impacts and new solutions that make it possible to 

prevent food waste, reduce the production e consequent poor disposal 

of plastic of fossil origin. It will be a paradigm shift at different levels, 

from industry to waste treatment stations, passing through commercial 

agents and consumers. It can be achieved through the life cycle 

assessment (LCA) and ecodesign of the products, which integrates the 

environmental concerns in the design of the product as well as through 

the entire life cycle. The FLUI project aims to build a new bio-PLA 

extrusion equipment with the incorporation of bioactive extracts, 

through the production of flexible mono- and multi- layer functional 

films (FLUI systems). The new biofunctional and biodegradable films 

will prompt the extension of packaged products’ shelf-life, reduce food 

waste and contribute to reducing consumption of non-degradable fossil 

plastics, as well as the use of raw material from renewable sources. 

  

Keywords— Food packing; Bioplastics; Ecodesign; Circular 

Economy. 
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Abstract— Due to persistent climate pressures, there is a need to 

find a resilient economic system that is regenerative in nature. 

Bioeconomy offers the possibility of replacing non-renewable and 

non-biodegradable materials derived from fossil fuels with ones that 

are renewable and biodegradable, while a Circular Economy aims at 

sustainable and resource-efficient operations. The term "Circular 

Bioeconomy", which can be summarized as all activities that transform 

biomass for its use in various product streams, expresses the 

interaction between these two ideas. Portugal has a very favourable 

context to promote a Circular Bioeconomy due to its variety of 

climates and ecosystems, availability of biologically based resources, 

location, and geomorphology. Recently, there have been political and 

legislative efforts to develop the Portuguese Circular Bioeconomy. 

The Action Plan for a Sustainable Bioeconomy approved in 2021, is 

composed of five axes of intervention, ranging from sustainable 

production and the use of regionally based biological resources to the 

development of a circular and sustainable bioindustry, through 

research and innovation. However, as some statistics show, Portugal is 

still far from achieving circularity. According to Eurostat, Portugal has 

circularity rates of 2.8%, which is the second lowest among the 

member states of the European Union. Some challenges contribute to 

this scenario, including sectorial heterogeneity and fragmentation, 

prevalence of small producers, lack of attractiveness for younger 

generations, and absence of implementation of collaborative solutions 

amongst producers and along value chains. 

Regarding the Portuguese industrial sector, there is a tendency 

towards complex bureaucratic processes, which leads to economic and 

financial obstacles and an unclear national strategy. Together with the 

limited number of incentives the country has to offer to those that 

pretend to abandon the linear economic model, many entrepreneurs are 

hesitant to invest the capital needed to make their companies more 

circular. Absence of disaggregated, georeferenced, and reliable 

information regarding the actual availability of biological resources is 

also a major issue. Low literacy on bioeconomy among many of the 

sectoral agents and in society in general, directly impacts the decisions 

of production and final consumption. The WinBio project seeks to 

outline a strategic approach for the management of 

weaknesses/opportunities in the technology transfer process given the 

reality of the territory, through road mapping and national and 

international benchmarking. The developed work included the 

identification and analysis of agents in the interior region of Portugal, 

natural endogenous resources, products, and processes associated with 

potential development. Specific flow of biological wastes, possible 
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value chains, and the potential for replacing critical raw materials with 

bio-based products was accessed, taking into consideration other 

countries with a matured bioeconomy.  

 

The study found food industry, agriculture, forestry, and fisheries 

generate huge amounts of waste streams, which in turn provide an 

opportunity for the establishment of local bio-industries powered by 

this biomass. The project identified biological resources with potential 

for replication and applicability in the Portuguese context. The 

richness of natural resources and potentials known in the interior 

region of Portugal is a major key to developing the Circular Economy 

and sustainability of the country.   
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Abstract— As the Ukraine war highlights the European Economic 

Area’s vulnerability and external dependence on feed and food, 

agriculture gains significant importance. Transformative change is 

necessary to reach a sustainable and resilient agricultural sector. 

Agriculture is an important drive for bioeconomy and the equilibrium 

and survival of society and rural fires resilience. The pressure of (1) 

water stress, (2) nutrient cycle, and (3) social demographic evolution 

towards 70% of the population in Urban systems and the aging of the 

rural population, combined with climate change, exacerbates the 

problem and paradigm of rural and wildfires, especially in Portugal. 

The Portuguese territory is characterized by (1) 28% of marginal land, 

(2) the soil quality of 70% of the territory not being appropriate for 

agricultural activity, (3) a micro smallholding, with less than 1 ha per 

proprietor, with mainly familiar and traditional agriculture in the North 

and Centre regions, and (4) having the most vulnerable areas for rural 

fires in these same regions. The most important difference between the 

South, North and Centre of Portugal, referring to rural and wildfires, 

is the agricultural activity, which has a higher level in the South. In 

Portugal, rural and wildfires represent an average annual economic 

loss of around 800 to 1000 million euros. The WinBio model is an agri-

environmental metabolism design, with the capacity to create a new 

agri-food metabolism through Agricultural Organized Areas, a private-

public partnership. This partnership seeks to grow agricultural activity 

in regions with (1) abandoned territory, (2) micro smallholding, (3) 

water and nutrient management necessities, and (4) low agri-food 

literacy. It also aims to support planning and monitoring of resource 

use efficiency and sustainability of territories, using agriculture as a 

barrier for rural and wildfires in order to protect rural population. 
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Abstract— The implementation of circularity strategies other than 

recycling, such as reducing the amount of raw material, as well as 

reusing or sharing existing products, remains marginal. The European 

Commission announced that the transition towards a more circular 

economy could lead to the net creation of about 700,000 jobs in Europe 

by 2030, through additional labour demand from recycling plants, 

repair services and other circular activities. Efforts to create new 

circular business models in accordance with completely circular 

processes, as opposed to linear ones, have increased considerably in 

recent years. In order to create a societal Circular Economy transition 

model, it is necessary to include innovative solutions, where startups 

play a key role. Early-stage startups based on new business models 

according to circular processes often face difficulties in creating 

enough impact. The StartUp Zero Program designs a model and 

approach to increase the flow of startups in the Circular Economy field, 

focusing on a systemic decision analysis and multi-generational 

approach, considering Multi-Criteria Decision Analysis to support a 

decision-making tool, which is also supported by the use of a 

combination of an Analytical Hierarchy Process and Multi-Attribute 

Value Theory methods. We define principles, criteria and indicators 

for evaluating startup prerogatives, quantifying the evaluation process 

in a unique result. Additionally, this entrepreneurship program 

spanning 16 months involved more than 2400 young people, from ages 

14 to 23, in more than 200 interaction activities. 
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Abstract—This study aims at exploring teacher-child interactions 

within learning contexts in public prekindergartens of the province of 

Québec (Canada). It is based on previous research showing that 

teacher-child interactions in preschools have direct and determining 

effects on the quality of early childhood education and could directly 

or indirectly influence child development. However, throughout a 

typical preschool day, children experience different learning contexts 

to promote their learning opportunities. Depending on these specific 

contexts, teacher-child interactions could vary, for example, between 

free play and shared book reading. Indeed, some studies have found 

that teacher-directed or child-directed contexts might lead to 

significant variations in teacher-child interactions. This study drew 

upon both the bioecological and the Teaching Through Interactions 

frameworks. It was conducted through a descriptive and correlational 

design. Fifteen teachers were recruited to participate in the study. At 

Time 1 in October, they completed a diary to report the learning 

contexts they proposed in their classroom during a typical week. At 

Time 2, seven months later (May), they were videotaped three times in 

the morning (two weeks’ time between each recording) during a 

typical morning class. The quality of teacher-child interactions was 

then coded with the Classroom Assessment Scoring System (CLASS) 

through the contexts identified. This tool measures three main domains 

of interactions: emotional support, classroom organization, and 

instruction support, and10 dimensions scored on a scale from 1 (low 

quality) to 7 (high quality). Based on the teachers’ reports, five 

learning contexts were identified: 1) shared book reading, 2) free play, 

3) morning meeting, 4) teacher-directed activity (such as craft), and 5) 

snack. Based on preliminary statistical analyses, little variation was 

observed within the learning contexts for each domain of the CLASS. 

However, the instructional support domain showed lower scores 

during specific learning contexts, specifically free play and teacher-

directed activity. Practical implications for how preschool teachers 

could foster specific domains of interactions depending on learning 

contexts to enhance children’s social and academic development will 

be discussed. 

 

Keywords—Teacher practices, teacher-child interactions, 

preschool education, learning contexts, child development. 
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Abstract— Enabling the learning environment is a 

significant and adaptive technique necessary to navigate 

learners’ educational challenges. However, research has 

indicated that quality provision of education in the environments 

that are enabling, especially to learners with visual impairments 

(LVIs, hereafter) in rural schools remain an ongoing challenge 

globally. Hence, LVIs often have a lower level of academic 

performance as compared to their peers. To balance this gap and 

fulfill learners' fundamental human rights of receiving an equal 

quality education, appropriate measures, and structures that make 

enabling learning environment a better place to learn must be better 

understood. This paper, therefore, intends to find possible means that 

rural schools of Lesotho can employ to make the learning 

environment for LVIs enabling. 

The present study aims to determine suitable assets that can be drawn 

to make the learning environment for LVIs enabling. The study is 

also informed by the transformative paradigm and situated within a 

qualitative research approach. Data were generated through focus 

group discussions with twelve teachers who were purposefully 

selected from two rural primary schools in Lesotho. The generated 

data were then analyzed thematically using Braun and Clarke's six-

phase framework. The findings of the study indicated that 

participating teachers do have an understanding that rural schools 

boast of assets (existing and hidden) that have a positive influence in 

responding to the special educational needs of LVIs. However, the 

participants also admitted that although their schools boast of assets, 

they still experience limited knowledge about the use of the existing 

assets and thus, realized a need for improved collaboration, 

involvement of the existing assets, and enhancement of academic 

resources to make LVIs’ learning environment enabling. The findings 

of this study highlight the significance of the effective use of assets. 

Additionally, coincides with literature that shows recognizing and 

tapping into the existing assets enable learning for LVIs. 

In conclusion, the participants in the current study indicated that for 

LVIs’ learning environment to be enabling, there has to be sufficient 

use of the existing assets. The researchers, therefore, recommend that 

the appropriate use of assets is good, but may not be sufficient if the 

existing assets are not adequately managed. Hence, VILs experience 

a vicious cycle of vulnerability. It was thus, recommended that 

adequate use of assets and teachers' engagement as active assets 

should always be considered to make the learning environment a 

better place for LVIs to learn in the future. 

Keywords— Assets-based appraches, enabling learning 
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Abstract—  English learning has been found as one of the 

prevalent areas of difficulty for Deaf learners.  However, studies 

conducted indicated that this challenge experienced by Deaf learners 

is an upsetting concern globally as is blamed and hampered by various 

reasons such as the way English is taught at schools, lack of teachers' 

skills and knowledge, therefore, impact negatively on their academic 

performance. Despite any difficulty in English learning, this language 

is considered nowadays as the key tool to an educational and 

occupational career especially in Lesotho.  This paper, therefore, 

intends to contribute to the existing literature by providing the views 

of Lesotho English teachers, which focuses on how effectively 

Universal Design for Learning can be implemented to enhance the 

academic performance of Deaf learners in the context of the English 

language classroom. 

The purpose of this study sought to explore the use of Universal Design 

for Learning (UDL) to support Deaf learners in Lesotho secondary 

schools. The present study is informed by an interpretative paradigm 

and situated within a qualitative research approach. Ten participating 

English teachers from two inclusive schools were purposefully 

selected and telephonically interviewed to generate data for this study. 

The data were thematically analyzed. The findings indicated that even 

though UDL is identified as highly proficient and promotes flexibility 

in teaching methods teachers reflect limited knowledge of the UDL 

approach. The findings further showed that UDL ensures education for 

all learners, including marginalized groups, such as learners with 

disabilities through different teaching strategies. This means that the 

findings signify the effective use of UDL for the better performance of 

the English language by DLs.  This aligns with literature that shows 

mobilizing English teachers as assets help the DLs to be engaged and 

have control in their community by defining and solving problems 

using their resources and connections to other networks for assets and 

exchange.   

The study, therefore, concludes that teachers acknowledged that even 

though they assume to be knowledgeable about the definition of UDL, 

they have a limited practice of the approach, thus they need to be 

equipped with some techniques and skills to apply for supporting the 

performance of Deaf learners by using UDL approach in their English 

teaching. The researchers recommends the awareness of UDL 

principles by the Ministry of Education and Training and teachers 

training Universities, as well as teachers' training colleges, for them to 

include it in their curricula so that teachers could be properly trained 

on how to apply it in their teachings effectively. 

Keywords— Deaf learners, Lesotho, support learning, universal 

learning design.  
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Abstract— Today’s children are frequently exposed to 

multimodal texts that adopt diverse modes to communicate myriad 

meanings within different cultural contexts. To respond to the new 

textual landscape, scholars have considered new literacy theories 

which propose picturebooks as important educational resources. 

Picturebooks are multimodal, with their meaning conveyed through 

the synchronisation of multiple modes, including linguistic, visual, 

spatial, and gestural acting as access to multimodal literacy. 

Picturebooks have been popular reading materials in primary 

educational settings in China. However, often viewed as “easy” texts 

directed at the youngest readers, picturebooks remain on the margins 

of Chinese upper primary classrooms, where they are predominantly 

used for linguistic tasks, with little value placed on their multimodal 

affordances. Practices with picturebooks in the upper grades in 

Chinese primary schools also encounter many challenges associated 

with the curation of texts for use, designing curriculum, and 

assessment. To respond to these issues, a qualitative study was 

conducted with a community of Chinese primary teachers using 

multi-methods such as interviews, focus groups, and documents. 

The findings showed the impact of the teachers’ increased awareness 

of picturebooks' multimodal affordances on their pedagogical 

decisions in using picturebooks as educational resources in upper 

primary classrooms. 
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Abstract— Research output is an indicator of institutional 

performance (and quality), resulting in increased pressure on 

academic institutions to perform in the research arena. Research 

output is further utilised to obtain research funding. Resultantly, 

academic institutions face significant pressure from governing 

bodies to provide evidence on the return for research investments. 

Research output has thus become a substantial discourse within 

institutions, mainly due to the processes linked to evaluating 

research output and the associated allocation of research funding. 

This focus on research outputs often surpasses the development of 

robust, widely accepted tools to additionally measure research 

impact at institutions. A publication writing programme, for 

enhancing research output, was launched at a South African 

university in 2011. Significant amounts of time, money, and energy 

have since been invested in the programme. Although participants 

provided feedback after each session, no formal review was 

conducted to evaluate the research output directly associated with 

the programme. Concerns in higher education about training costs, 

learning results, and the effect on society have increased the focus 

on value for money and the need to improve training, research 

performance, and productivity. Furthermore, universities rely on 

efficient and reliable monitoring and evaluation systems, in addition 

to the need to demonstrate accountability. While publishing does not 

occur immediately, achieving a return on investment from the 

intervention is critical. A multi-method study, guided by the New 

World Kirkpatrick Model (NWKM), was conducted to determine 

the impact of the publication writing programme for the period of 

2011 to 2018. Quantitative results indicated a total of 314 academics 

participating in 72 workshops over the study period. To better 

understand the quantitative results, an open-ended questionnaire and 

semi-structured interviews were conducted with nine participants 

from a particular faculty as a convenience sample. The purpose of 

the research was to collect information to develop a comprehensive 

framework for impact evaluation that could be used to enhance the 

current design and delivery of the programme. The qualitative 

findings highlighted the critical role of a multi-stakeholder strategy 

in strengthening support before, during, and after a publication 

writing programme to improve the impact and research outputs. 

Furthermore, monitoring on-the-job learning is critical to ingrain the 

new skills academics have learned during the writing workshops and 

to encourage them to be accountable and empowered. The NWKM 

additionally provided essential pointers on how to link the results 

more effectively from publication writing programmes to 

institutional strategic objectives to improve research performance 

and quality, as well as what should be included in a comprehensive 

evaluation framework. 
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Abstract— National Testing Service-Pakistan (NTS) is an 

agency in Pakistan that conducts student success appraisal 

examinations. In this research paper, we must present a security 

model for the NTS organization. The security model will depict 

certain security countermeasures for a better defense against 

certain types of breaches and system malware. We will provide 

a security roadmap, which will help the company to execute its 

further goals to maintain security standards and policies. We 

also covered multiple aspects in securing the environment of the 

organization. We introduced the processes, architecture, data 

classification, auditing approaches, survey responses, data 

handling, and also training and awareness of risk for the 

company.  The primary contribution is the Risk Survey, based 

on the maturity model meant to assess and examine employee 

training and knowledge of risks in the company's activities.  

Keywords— NTS, risk assessment, threat factors, security, 

services 

I. INTRODUCTION  

National Testing Service-Pakistan (NTS) is a student 
achievement assessment agency based in Pakistan. It's the 
same as the Educational Testing Service in the United States 
(ETS). Two key tests of the NTS are the National Aptitude 
Test (NAT) and the Graduate Assessment Test (GAT) (GAT). 
NAT is meant for college and university students. GAT is 
aimed at graduates who are seeking postgraduate education. 
NTS exams are often used to evaluate the credentials of 
students who study abroad [1]. We must propose a safety 
model for this company in this report. The security model 
shows certain countermeasures for enhanced protection 
against types of infringements and malware systems. To 
maintain safety regulations and policies, we shall develop a 
plan to help the organization fulfil its future objectives. The 
security objective of this organization is because it is owned 
by thousands of candidates throughout Pakistan. They 
safeguard their identity, their papers, and their application to 
supply a suitable testing program, which might lead to several 
infringements. A few of the factors that explain why the firm 
requires security are (Information violation, credibility 
assurance, data modification, and deletion, Content 
distribution and fair selection, prompt access to resources) [2].  

 NTS is divided into five main functional departments and 
is very dependent or inter-connected on their flow of work. 
The departments are Quality Management, Secretariat, Office 
Division, Operation & Co-ordination, and Academics. Each 
department has its unique role in the organization [3]. NTS 
manages paper-based reviews. To increase transparency, 

integrity, consistency, and more significantly, the reputation 
of the whole system in stringent security circumstances, 
Standard operating procedures (SOPs) are created for every 
test operation. To boost the safety and convenience of the 
whole institute to realize its better ambitions, the Testing 
Services and Corporate Affairs Division is the support 
services arm of the National Testing Service. In October of 
2014, NTS established the International Collaboration and 
Accreditation Division. The division's overarching goal is to 
establish links, network, communicate, and interact with 
international agencies and educational institutions responsible 
for the development of testing and assessment commodities, 
teaching, training, infrastructure development, research and 
development, and quality assurance [4]. Since NTS is a multi-
activity company, it follows well-thought-out Standard 
Operating Procedures (SOPs) to ensure professionalism and 
improve the likelihood of each event's success. Contents 
oversee gathering information about the topics being tested. 
The databank receives the collection, which will be used for 
testing purposes. [5] The content is contributed by an 
academic committee made up of university professors who 
oversee designing curricula, regulating testing, and fostering 
consistency. 

Section II presents the background and provides the 
framework and analysis work. Section III and IV elaborates 
risk analysis and planning which shows the parameters used 
in the paper. Section V shows the Assessment based on the 
chosen maturity model, describing the comparison view of the 
research papers implemented in this report.VI elaborated the 
results and analysis based on the survey we provided and 
lastly, section VII concludes the discussion and conclusion. 

II. LITERATURE REVIEW 

In this section, we will describe a little overview of the 
standards, purpose of the security for this organization. 
Another strategy is to outlook the threat rate, NTS vision, and 
further organization background strategies and policies for the 
organization. We covered the company’s architecture and 
security layout in the introduction and the purpose of our 
report in detail.   

The first thing that is to be concerned about is whether NTS 
is using the ISO standard 9001 (2015). The standard ISO 9001 
highlights the importance of quality management [6]. A 
quality management program at the most basic level is a set of 
rules or guidelines for regular operating processes that allow 
you to assess the "quality" of different aspects of your 
company. In essence, NTS follows ISO 9001 (2015) standard 
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and is an ISO 9001-2008 certified company under our 
engagement with the Organization. They claim that they 
maintain their operations' quality management. They have a 
comprehensive Quality Management department for the 
execution of standards and regulations accordingly. M&E and 
R&A data upkeep is the emphasis of the department. To 
follow up on the standard, the treat rate is notified based on 
quality management of the organization and that is why there 
is a need for security in this organization. The purpose of 
security is to provide reliability for the organization and to 
ensure integrity and confidentiality.  [7] The security objective 
of this agency is to ensure that the intellectual property of 
thousands of applications in Pakistan is maintained by this 
agency. They operate a competent testing regime and so can 
target numerous violations of their identification, personal 
papers, and applications. A few of the factors in [8]  that 
explain why the company requires security are (Breach of 
information, to ensure credibility, modification, and 
destruction of data, fair selection and content distribution, 
timely access of resources). 

The organization is majorly vulnerable to internal threats as 
compared to external threats. The most common threat this 
organization faces is an Insider’s Job [9], which is the biggest 
loophole in a company because they are familiar with the 
infrastructure of the organization, and more importantly, they 
happen to never leave any clues because of their awareness of 
the departments. For example, a clerk is manipulated or 
compromised by powerful influence, and they leak the testing 
material. Another internal threat is Privilege Escalation [10]. 
Former employees can access the previous systems because of 
the negligence of not having a proper retiring protocol. They 
still have logins and provisions just like the currently 
employed. Additionally, Employee awareness is getting to a 
point of potential threats in this organization. For example, an 
employee leaving a system or a document unnoticed in front 
of an unaccounted visitor or even an employee. NTS is not 
majorly exposed to external threats [11], but it is still prone to 
attacks from outside the organization. System or website 
hijack is an external threat to the organization which also 
nuclides the websites’ non-responsiveness. Timely access to 
the company websites resources is a critical factor of an 
organization and ensures quality management and 
maintenance. [12] The attack can include DOS attacks etc. 
Social Engineering is also an external threat that this 
organization faces, which reduces the credibility of the 
company and disrupts the integrity and respect of the 
organization. In case of an accident or an incident, the NTS 
reports it to the departmental heads and forms a committee of 
experts from each of the departments, and investigates the 
matter privately. We can imply the system’s security, 
authentication services, mitigate privilege escalation, 
awareness of employees, provisional audits, and physical 
security, etc. 

The future 10-year plan of NTS focuses on past and future 
business experiences of the firm. By 2020, a total of 10 million 
stakeholders were agreed upon for NTS Vision-20 20. The 
NTS effort was focused on during the 10-year plan: 

• Testing and Assessment (T&A) 
• Human Resource Development (HRD) 
• Network and Partnership Building (NPB) 
• Institutional Capacity Building (ICB) 
• Regional and International Cooperation (RIC) 
• Research and Development (R&D) 
• Information and Knowledge Management (IKM) 

The primary focus of NTS Vision-2020 [13] will be on 
facilities for public institutions, government, corporations, 
private businesses, and careers, as well as human resource 
organizations. International standard test and evaluation 
products and services will be provided on the TOEFL, 
TOEIC, SAT (I and II), ACT, GRE (Generic and Subject), 
GMAT, MCAT, LSAT, Workforce Evaluation for Job Fit, 
and other models, while considering local security criteria's, 
conditions/environment, and education framework. NTS 
intends to manage CBT throughout the country through a 
LAN/WAN network of academic institutions using central 
developed/controlled software while maintaining strict 
security. NTS's mission is to develop, maintain, encourage, 
and provide secure educational and technical testing and 
evaluation standards. Their core objectives include effective, 
transparent, secure, and international quality assessments to 
determine candidates' level of competence for entry, 
scholarship, and recruiting purposes. Also research 
educational, professional, and testing processes to recognize 
the systems' current instructional and organizational 
differences. Professional evaluation by training and appraisal 
is used to develop the capabilities of educational and 
vocational individuals and organizations and to generate and 
distribute educational and professional learning standards 
knowledge and analysis. 

We also performed a SWOT analysis on NTS to measure 
out the threat rate and the positive properties of the company. 
As we have already discussed NTS has five departments 
which further exceeds to divisional sections Every department 
has a key role that they have to carry out to maintain the 
process flow of the organization and to conduct each 
examination securely. [14] Up next we are defining major 
weaknesses that his organization possesses and the risk 
relying on against those weaknesses and followed by that a 
SWOT analysis which gives you a predefined flow of your 
organization’s functions. Table 1 dictates the NTS SWOT 
analysis and explains each section with its appropriate 
qualities of weakness according to the organization. The four 
sections each have NTS calculates factors for the categories 
and the SWOT analysis helps users or viewers to accumulate 
the frequency of how a company is efficiently working or 
where it lacks security.  Strength defines the optimistic 
features of the organization. Weaknesses are there to carry out 
the values where there flaws in the systems. Opportunities 
offer futuristic approaches for the company and lastly, the 
threats, equal up to the certain acts that endanger the 
company's reputation or confidentiality. 
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TABLE I.        NTS SWOT ANALYSIS 

 Helpful  Harmful 

In
te

r
n

a
l 

o
ri

g
in

 

 
Strengths 

• Interlinked optimistic culture. 
• Preserve content integrity. 
• Operational efficiency maintained (Cost-

effective examination conduction). 
• Expanding testing services and centers. 
• Expertise in the content making. 
• Divisional departments with collaborative 

roles& SOP. 

Weaknesses 

• Reputation decline (Paper breach). 
• Printing Press (Missing prints). 
• Brand marketing (NO social media). 
• No financial resources.  

 

E
x

te
r
n

a
l 

o
ri

g
in

 

 

Opportunities 

• An increase in testing services gathers more 
customers/applicants. 

• Opportunity to go against competitors, 
growth of operational capabilities. 

• Partners help expand the services.  
• Leading testing service promotes market 

trends. 

Threats 

• No backup for online testing in case of societal change. 
• Suppliers can be a threat during of provisional distribution of the 

paper. 

III. PLANNING AND RISK ANALYSIS 
Before analysing risks, we deeply understand different 

processes of NTS organization and after that, we categorize 
weak processes as it is also a risk and suggest some additional 

processes to lower the risk rate of the organization. Here is an 
overview of these processes in table III. 

 
 
 

TABLE III.     WEAK/ADDITIONAL PROCESSES OF NTS ORGANIZATION 

Categorization Processes 

 
 
 
Weak Processes 

Testing Integrity  

• This process needs to be made strong as many breaches are occurring and tests are getting leaked. 
Result Merits 

• Most of the students are not transferred their result cards and they have no other option other than to print them out from 
the website. Genuine result cards should be addressed to every applicant for preventing any duplication risks.   

Divisional Test Conduction 

• Divisional tests should be given the same attention by sending out supervisors and security officials for reducing any in-
efficiency. 

 
 
 
Additional Processes/ 

Departments 

Forensics Team 

• There is a need for a forensics department in this organization as they only can control and have a proactive approach 
towards the root of the breaches. 

Employee Training 
• Employee training needs to be the top SOP requirement for this organization as most of the attacks can be prevented by 

spreading awareness of what is right and what is wrong. 
Content Evaluation 

• Another sub-department should be made for handling the content-making processes. The content should be made by 
different professors for each test, or the test categories and tasks should be shuffled between content makers to reduce 
any test leaking threats. 

Increase in Physical Security 

• Physical security must be considered a prominent security policy for every data center where a test is being taken. 

After highlighting different processes which need 
improvement, we also suggest SOPs for those Processes. 
Integrity should be maintained by giving minimal access to 
each of the departments or the respective authorities. Access 
should be logged and audited and maintained by the data 
custodian so it can achieve efficiency and non-modification of 
the data. Previous employees should be properly logged off 
the systems and their access should be terminated after leaving 
the job. The addition of the forensics team will be of prime 
value because they have the experience to apply proactive 
approaches to mitigate breaches and how to control them. 
They have the right measures on how to properly investigate 
and prosecute the attackers or threat actors in court. Employee 
training can conduct through a monthly schedule of training 
sessions set by the head of each department according to the 
SOP of maintaining work relations a secret. Another SOP of 
work punishment should be introduced as well so the 
employee has the information of gaining a penalty if someone 
approaches a wrong turn.  An SOP of content evaluation 
should be advised which is to change content makers every 
time a new test curriculum needs to be generated. SOP of two-

factor authentications [16] should be developed which proves 
that the result has been addressed and not just posted on the 
website and the applicant should also authenticate the result 
and check his credentials and right merits. This weak process 
should be improved by implementing a stronger SOP policy 
of maintaining authentication a top priority in divisional test 
centers. The addition of more physical security should be the 
new SOP for each centre. Testing should be sealed off with 
the right security parameters. Guards, cameras, checking 
procedures, and detectors should be introduced.  
A. Business Risk Assessment/Categorizartion 

Organizations are exposed to a variety of threats, which can 
sometimes result in a significant loss. However, whereas 
many major organizations have comprehensive "risk 
management" divisions, smaller enterprises are less likely to 
do so. A threat to a company's power to fulfil its goals is 
referred to as a business risk. The threat in business refers to 
the possibility that a company's or company's objectives will 
not come out as anticipated, that it will miss its target, or that 
it will fail to reach its objectives. Our business objectives 
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related to risk management [17], can be categorized as 
strategic, financial, operational, or compliance-related. We 
will discuss each risk one by one and after that, we will 
categorize each process in an organization on basis of these 
business risks. 

 

 

TABLE IV.    PROCESS CATEGORIZATION BASED ON BUSINESS RISKS 

Categorization based on Risks and their Processes 

Strategic 
• Testing affiliation with different 

organizations 
• Testing services links with other agencies 

and corporate sectors 
• Categorized Testing 
• Marketing  

Operational 

• Paper distribution while test 
• Paper monitoring  
• Testing merit/ marketing 
• Authentication 
• Testing submission 
• Test monitoring hiring 
• Data centers organization  
• Test auditing  
• Employee’s training 
• Paper generation 
• Data maintenance 
• Customer’s Coordination Operations 
• Roll no slips distribution 
• IT maintenance  
• Student Applications  
• Categorized Testing 
• Paper Distribution to Centers 
• Test Dates Scheduling  
• Testing Irregularities/ Paper Cancellation 
• Administration Record Keeping Process 
• Result Validity 

Financial 

• Finance handling 
• Student Applications 

Compliance 

• Monitoring test centers 
• Testing integrity 
• Test auditing 
• Paper generation 
• Data maintenance  
• Content making 
• Review Panel for Risk Assessment 
• Test Dates Scheduling  
• Up-to-date Announcement for Applicants through E-mails and SMS 
• Result Validity 

B. Risk Management 

The effectiveness with which an organization interacts its 
risk exposure is closely connected to how successfully it 
maintains its organization. Organizations need a thorough 
risk management plan to decrease ambiguity and support the 
company ahead for the benefit of its stakeholders, staff, and 
clients. NTS [18], has a Risk Management team which is an 
important element of an organization’s risk management 
strategy. [19]. A dedicated risk management team creates 
standard rules, measurement techniques, and risk models 
which the entire company may use. It is a method that allows 
top leadership and decision-makers to see the 
interconnections between present risks and to look forward to 
possible future hazards. Although organizational duties vary 
by company, most Organizations give their Board of 
Director's main role for ERM. It seems a risk-management 
culture should begin at the top. So, the NTS organization Risk 
Management team is also lead by the organizational Board of 
Directors or President of the organization. Every individual 
in an organization is accountable for recognizing and 
notifying any threats included in his or her job or otherwise 
revealed to his or her supervisor. The Risk Management 
Team of NTS includes Executive and non-executive 
directors, senior members of management who are 
responsible for the management of risk, and a chairman of an 
NTS organization. 

IV. MATURITY MODEL 

A. Maturity model for NTS  

We chose Servitization Maturity Model (SeMM) for our 
NTS organization. The SeMM evaluates the servitization 
maturity level of product-centric companies through the 
assessment of a set of critical requirements. [20] In our work, 
we cross BM components with maturity dimensions. The five 
maturity dimensions are derived from the review of relevant 
MMs in literature and are Organizational approach, 
Management of processes, Performance management, 
Capabilities, and Risk assessment. We will explain each 
dimension one by one.  

• Organizational Approach: In the organizational 
approach we proceed to explain the roles/teams 
present in the organization. 

• Management of Processes: This dimension 
describes the awareness training processes and if the 
employee knows about basic standards. 

• Risk Assessment: This section specifies if the 
organization knows the basic risk methodologies 
and terminologies and how much they know about 
handling the risks.  

• Capabilities: Proposes the technical entities and 
information about the services and procedures being 
followed.  

• Performance Management: Explains the 
effectiveness of the training and service sessions.  
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Based on these five maturity dimensions, we created a 
survey for employees to get their knowledge about different 
risks and threats for the organization and get responses from 
them. We add different questions related to security and Risk 
assessment. And after getting results and feedback which will 
be discussed in the results section, we came to know that they 
have even no basic knowledge about the basic risks and threats 
to their organization and they have no idea how to respond to 
them. We came up with the consensus that the general crowd 
knows the policies of what to do if there is a breach and they 
have the knowledge about the strong passwords and security 
controls, but the employees are clueless about types of 
malware they can face. Another factor we noticed is the 
employee’s lack of knowledge about internal threats as well.  

V. RESULT AND ANALYSIS 

A. Maturity Model 

The survey is conducted based on the servitization maturity 
model (SeMM). Survey 1 was circulated in NTS employees 
and some of them were filled by social workers. After 
analysing the feedback, we came up with the consensus that 
the general crowd knows the policies of what to do if there is 
a breach and they have the knowledge about the strong 
passwords and security controls, but the employees are 
clueless about types of malware there are. Another factor we 
noticed is the employee's lack of knowledge about internal 
threats as well. About 50 % plus employees think it is ok to 
bring your work laptop to your homes and also to let a close 
friend/employee have the access to testing material which is 
wrong on every level and poses a great threat to the 
organization's confidentiality and integrity.  

 
Fig. 1.    Results of Employee Security Training 

The result shows the employees do not need strict training. 
But as the systems are becoming intelligent and the rapid 
growth of the technology; therefore, employees need to aware 
of the current situation. The result of the Monitor testing 
awareness is shown in Figure 2. 

 
Fig. 2.   Result of Monitoring/ Applicant Testing Awareness 

We came up with the conclusion at the end of the survey 
responses and constructed a security awareness training 
program, which we thought was needed for these employees 
after analyzing these responses. Aware the employees about 
computer malware and about the organization's internal 
attacks, which are the main backdoors currently present 
inside NTS, and it holds still. There should be two different 
types of training sessions for the employees after analyzing 
the survey results. Firstly, employees' security training 
sessions regarding computer threats, malware, cyber-attacks, 
and how to find out the malware. Secondly, training for 
internal threats and risk factors. Figure 3 shows the 
recommendation based on the selection process after 
reviewing the result concluded by the maturity model survey. 

 
Fig. 3.     Recommendation Based on Survey
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B. Risk Assessment based on defined processes 

A risk assessment is a formal document that identifies 
potential dangers and suggests ways to deal with them. It lays 
out a strategy to follow if something goes wrong. A risk 

assessment is usually part of a larger risk management strategy 
and is part of health and safety compliance. Figure 4 shows 
the responses based on the authentication and data 
maintenance and handling we asked from the employees. 

 
Fig. 4.     Result based on Authentication and Data Handling

Figure 5 focuses on the responses that how well an 
organization handles the security processes and how it 
maintains company auditing. 

Fig. 5.   Result based on Security and Audit Processes 

Results show that the organization achieves half of the 
security related to this still more precautions should be taken 
to improve the physical security during tests.  

VI. CONCLUSION 

This research paper is based on the overall security 
analysis of the National Testing Service (NTS). The purpose 
is to provide the necessary measures and inspect the values 
that are needed to maintain the quality of the organization. 
The paper discusses organization architecture, processes, and 
standards it follows. We also elaborated on risk factors, 
processes for risk analysis. The major contribution stands 
with the conducted survey in terms of risk involved in the 
company’s processes and another one based on a maturity 
model designed to analyze and examine the employee. 
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Abstract— This article has examined the rise of the UK, US, 

and China at different historical times to explain the argument that 

it is open access in the economic sphere, as well as institutional 

building related to the protection of property rights, contract 

enforcement, financial market, the rule of law, and human resource 

accumulation that determine economic and human development. 

Both the UK, after the Glorious Revolution in the seventeenth 

century, and China, after its adoption of the open door policy at the 

end of the 1970s, follow such a path of development. The difference 

between the UK and China in moving toward that path is the 

different coordination of elites. While the coordination of elites in 

the UK through parliament played important roles in forcing the 

government to consider the wider encompassing interest in society 

after the Glorious Revolution, the coordination of elites in China has 

mainly been achieved by the Communist Party of China such that 

the Chinese Government has started to pay greater deal of attention 

to the wider encompassing interest in the country from 1978. The 

article has also examined the rise of the US following colonial 

settlement to independence and institutional building thereafter. The 

US case is similarly consistent with the argument that open access 

in the economic sphere and institutional building matter the most to 

economic development. More decentralized methods of the 

coordination of elites in the US among colonies (states), the federal 

governments, and other political groups similarly shaped the path 

towards open access in the economic sphere and institutional 

building. As such, open access in the political sphere plays an 

indirect role in development at best. If that is correct, there are 

possibilities that different political systems are able to achieve 

coordination of elites so that governments will turn their attention to 

development. 
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Abstract— We understand ethos as a natural, continuous and 

reciprocal molding relationship (as what) existing between place, 

subjectivity and behavior”. Based on this concept, this study aims to 

understand the relationship built over time and through everyday 

interactions between the residents of Jardim Pantanal and the place 

where they live, which form the concrete ethical reality of these 

residents. Objective: The work (which is under development) is 

divided into two parts: it aims at a narrative-integrative review about 

the concepts of "Place Attachment" and "Human Ethos" together 

with a verification of the possibility of applying this form of 

understanding in a concrete situation, as is the case of neighborhood 

residents. Method: 10 residents of the region will be selected who 

were removed from their homes by the government and who 

returned to live in the place after 6 months. Data collection will be 

carried out through a socioeconomic analysis of the participants, a 

semi-structured interview and application of an adult attachment 

scale. 

Preliminary results: Throughout the review, it was possible to 

return to some basic concepts related to attachment to place; the term 

place appears as equivalent to house, street, neighborhood, city; 

attachment reveals aspects related to connection, also enabling 

understanding through connection with the neighborhood. All of this 

contributes to the existence of a framework of meanings for Place 

Attachment , which makes methodological possibilities that glimpse 

the understanding of the subject difficult. What is common in all this 

reflection is, in my view, the departure from the term attachment as 

postulated by Bowlby, in addition to the imprecision related to the 

term place; consequently, if attachment begins at birth and 

accompanies the human being throughout life, it is not difficult to 

conclude that he is also susceptible to places. That said, it seems to 

me useful and necessary, for the understanding of attachment to 

place, to resume (or take) the sense of attachment as elaborated by 

Attachment Theory. it is noted that the sense of attachment used 

today approaches theoretical matrices and moves away from what 

was originally thought about attachment; mainly from John Bowlby. 

At the same time, thinking about the contemporary ethos in this 

study means being aware of the different contributions, 

transdisciplinary, and seeking, as much as possible, to investigate 

the possibility of applying this way of understanding the ethos in a 

concrete situation, consequently offering contributions to the study 

regarding the Place attachment. 
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Abstract— Graduate language loss or attrition has been well 

documented in individuals who migrate and become emersed in a 

different language environment. This phenomenon of first language 

(L1) attrition is an example of non-pathological (not due to trauma) 

and can manifest itself in frequent pauses, search for words, or 

grammatical errors. While the widely experienced loss of one’s first 

language might seem harmless, there is convincing evidence from 

the disciplines of Developmental Psychology, Bilingual Studies, and 

even Psychotherapy that language plays a crucial role in the memory 

of self. In fact, we remember, store, and share personal memories 

with the help of language. Dual-Coding Theory suggests that 

language memory code deterioration could lead to forgetting. Yet, 

no one has investigated a possible connection between language loss 

and memory. The present study aims to address this research gap by 

examining a corpus of 1,495 memories of Russian-English 

bilinguals who are on a continuum of L1 (first language) attrition. 

Since phenomenological properties capture how well a memory is 

remembered, the following descriptors were selected - vividness, 

ease of recall, emotional valence, personal significance, and 

confidence in the event. A series of linear regression statistical 

analyses were run to examine the possible negative effects of L1 

attrition on autobiographical memory. The results revealed that L1 

attrition might compromise perceived vividness and confidence in 

the event, which is indicative of memory deterioration. These 

findings suggest the importance of heritage language maintenance 

in immigrant communities who might be forced to assimilate as 

language loss might negatively affect the memory of self. 
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Abstract—  

Objectives: Behavioral Crisis Center (BCC) is a community 

solution to a community problem. There has been an exponential 

increase in the incidence and prevalence of mental health crises 

around the world. The effects of the crisis negatively impact our 

patients and their families and strain the law enforcement and 

emergency room. The goal of the multi-disciplinary care model is to 

break the crisis cycle and provide 24-7 rapid access to an acre and 

crisis stabilization. We initiated our first BCC care center in 2020 in 

the midst of the COVID pandemic and have seen a remarkable 

improvement in patient ‘care and positive financial outcome.  

Background: Mental illnesses are common in the United States. 

Nearly one in five U.S. adults live with a mental illness (52.9 million 

in 2020). This number represented 21.0% of all U.S. adults. To 

address some of these challenges and help our community, In May 

2020, we opened our first Behavioral crisis center (BCC). Since 

then, we have served more than 2500 patients and is the first 

southwest Missouri’s first 24/7 facility for crisis–level behavioral 

health and substance use needs. It has been proven to be a more 

effective place than emergency departments, jails, or local law 

enforcement.  

Methods: BCC was started in 2020 to serve the unmet need of 

the community and provide access to behavioral health and 

substance use services identified in the community. Funding was 

possible with significant investment from the county and Missouri 

Foundation for Health, with contributions from medical partners. It 

is a multi-disciplinary care center consisting of Physicians, nurse 

practitioners, nurses, behavioral technicians, peer support 

specialists, clinical intake specialists, and clinical coordinators and 

hospitality specialists. The center provides services including 

psychiatry care, outpatient therapy, community support services, 

primary care, peer support and engagement. It is connected to a 

residential treatment facility for substance use treatment for 

continuity of care and bridging the gap, which has resulted in the 

completion of treatment and better outcomes.  

Results: BCC has proven to be a great resource to the community 

and the Missouri Health Coalition is providing funding to replicate 

the model in other regions and work on a similar model for children 

and adolescents. Overall, 29% of the patients seen at BCC are 

stabilized and discharged with outpatient care. 50% needed acute 

stabilization in a hospital setting and 21% required long-term 

admission, mostly for substance use treatment. The local emergency 

room had a 42% reduction in behavioral health encounters compared 

to the previous 3 years. Also, by a quick transfer to BCC, the average 

stay in ER was reduced by 10 hours and time to follow up behavioral 

health assessment decreased by an average of 4 hours. Uninsured 

patients are also provided Medicaid application assistance which has 

benefited 55% of individuals receiving care at BCC.  

Conclusions: BCC is impacting community health and 

improving access to quality care and substance use treatment. It is a 

great investment for our patients and families. 
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Abstract—  

Objective: The expansion of telehealth has been instrumental in 
increasing access to medical services, especially for underserved and 
rural communities. In 2020, 14 million patients received virtual care 
through telemedicine and the global telemedicine market is expected 
to reach up to $185 million by 2023. It provides a platform and 
allows a patient to receive primary care as well as specialized care 
using technology and the comfort of their homes. Telemedicine was 
particularly useful during COVID-pandemic and the number of 
telehealth visits increased by 5000% during that time. It continues 
to serve as a significant resource for patients seeking care and to 
bridge the gap between the disease and the treatment.  

Method: As per APA (American Psychiatric Association), 
Telemedicine is the process of providing health care from a distance 
through technology. It is a subset of telemedicine, and can involve 
providing a range of services, including evaluations, therapy, patient 
education and medication management. It can involve direct 
interaction between a physician and the patient. It also encompasses 
supporting primary care providers with specialist consultation and 
expertise. It can also involve recording medical information 
(images, videos, etc.) and sending this to a distant site for later 
review.  

Results: In our organization, we are using telepsychiatry and 
serving 25 counties and approximately 1.4 million people. We 
provide multiple services, including inpatient, outpatient, crisis 
intervention, Rehab facility, autism services, case management, 
community treatment and multiple other modalities. With project 
ECHO (Extension for Community Healthcare Outcomes) it has been 
used to advise and assist primary care providers in treating mental 
health.  It empowers primary care providers to treat patients in their 
own community by sharing knowledge.  

Conclusion:  Telemedicine has shown to be a great medium in 
meeting patients’ needs and accessible mental health.  It has been 
shown to improve access to care in both urban and rural settings by 
bringing care to a patient and reducing barriers like transportation, 
financial stress and resources. Telemedicine is also helping with 
reducing ER visits, integrating primary care and improving the 
continuity of care and follow-up. There has been substantial 
evidence and research about its effectiveness and its usage. 
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Abstract— The survey of public attitudes and knowledge was 

conducted as part of the Dinara back to LIFE project during June 

and July 2020. The aim of the research was to collect public opinions 

and knowledge on the topics of the biodiversity of Dinara, 

perception of tourist potential, sustainable development, and 

acceptance of the project. The research was conducted using the 

survey method in the cities of Sinj, Knin, Vrlika, and Trilj, and the 

municipalities of Hrvace, Otok, Kijevo, and Civljane, where a total 

of 404 people were surveyed. The respondents perceive the cultural 

and recreational potential of Dinara and recognize it as a potential 

for agriculture and tourism. According to respondents, the biological 

diversity of Dinara is most affected by fires and human activity. 

When it comes to nature protection, the majority of respondents 

don’t trust local self-government units and relevant ministries. The 

obtained results indicate the need for informing and educating the 

community, and they serve to adjust the project activities and better 

guide the touristic development of the project area. The examination 

will be repeated in the last project year (2023). 
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Abstract— InterArch is an ongoing research project that has 

been running since September 2020. It aims to propose the design of 

a site-based digital application for archaeological sites and outdoor 

guided tours, supporting virtual and augmented reality technology. 

The research project is co‐financed by the European Union and 

Greek national funds, through the Operational Program 

Competitiveness, Entrepreneurship, and Innovation, under the call 

RESEARCH - CREATE – INNOVATE (project code: Τ2ΕΔΚ-

01659). It involves mutual collaboration between academic and 

cultural institutions and the contribution of an IT applications 

development company. The research will be completed by July 2023 

and will run as a pilot project for the city of Ancient Messene, a 

place of outstanding natural beauty in the west of Peloponnese, 

which is considered one of the most important archaeological sites 

in Greece. The applied research project integrates an interactive 

approach to the natural environment, aiming at a manifold sensory 

experience. It combines the physical space of the archaeological site 

with the digital space of archaeological and cultural data while at the 

same time, it embraces storytelling processes by engaging an 

interdisciplinary approach that familiarizes the user with multiple 

semantic interpretations. The mingling of the real-world 

environment with its digital and cultural components by using 

augmented reality techniques could potentially transform the visit 

on-site into an immersive multimodal sensory experience. To this 

purpose, an extensive spatial analysis along with a detailed 

evaluation of the existing digital and non-digital archives is 

proposed in our project, intending to correlate natural landscape 

morphology (including archaeological material remains and 

environmental characteristics) with the extensive historical records 

and cultural digital data. On-site research was carried out, during 

which visitors’ itineraries were monitored and tracked throughout 

the archaeological visit using GPS locators. The results provide our 

project with useful insight concerning the way visitors engage and 

interact with their surroundings, depending on the sequence of their 

itineraries and the duration of stay at each location. InterArch aims 

to propose the design of a site-based digital application for 

archaeological sites and outdoor guided tours, supporting virtual and 

augmented reality technology. Extensive spatial analysis, along with 

a detailed evaluation of the existing digital and non-digital archives, 

is used in our project, intending to correlate natural landscape 

morphology with the extensive historical records and cultural digital 

data. The results of the on-site research provide our project with 

useful insight concerning the way visitors engage and interact with 

their surroundings, depending on the sequence of their itineraries 

and the duration of stay at each location. 
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Abstract: 
Water management plays a crucial role in the performance 

and durability of PEM fuel cells. Whereas the membrane 

must be hydrated enough, liquid droplets formed by water 

in excess can block the flow in the gas distribution channels 

and hinder the fuel cell performance. The main purpose of 

this work is to increase the understanding of liquid transport 

and mixing through mini- or micro-channels for various 

engineering or medical process applications including 

cooling of equipment according to the operations 

considered. For that purpose and as a first step, a technique 

was developed to automatically detect and characterize two-

phase flow patterns that may appear in such. The 

investigation, mainly experimental, was conducted on 

transparent channel with a 1mm x 1mm square cross section 

and a 0.3mm x 0.3 mm water injection normal to the gas 

channel.  

Three main flow patterns were identified liquid slug, bubble 

flow and annular flow.  A flow map has been built according 

to the flow rate of both phases. As a sample the following 

figures show representative images of the flow structures 

observed.  An analysis and discussion of the flow pattern, in 

mini-channel, will be provided and compared to the case old 

micro-channel. 

. 

Keywords: Two phase flow, Clean Energy, 

Minichannels, Fuel Cells. Flow patterns, Maps. 

 

 

 

 

 

 

Figure 1: Figure illustrating Four flow patterns 

in the T-Junction. 
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Abstract:  

Pregnancy is a period in a woman’s life wherein the body may undergo different physiological 

changes. These changes can be attributed to the interplay of hormones in the body but in rare 

occasions can mask a more sinister-type of disease such as malignancy. Colorectal cancer (CRC) 

in pregnancy is an epidemiologically rare disease worldwide. In the Philippines, no available 

studies had been reported yet posing a dilemma for its appropriate diagnosis and management. 

Signs and symptoms of colorectal malignancy may camouflage a normal pregnancy, and when 

overlooked, impedes appropriate approach. This case of a 38-year-old, elderly primigravid, 

presented with hematochezia on her 25th week age of gestation, diagnosed with rectal 

adenocarcinoma warranting a predicament on its appropriate care and management. This paper 

explores on the repertoire of the different diagnostic and treatment approaches of colorectal cancer 

(CRC) in the second trimester of pregnancy, with the least possible maternal and fetal hazard.  

 

Keyword: cancer in pregnancy, chemotherapy in pregnancy, colorectal cancer, hematochezia in 

pregnancy. 

 

INTRODUCTION: 

Among Filipina non-pregnant women, there are six organs which are commonly associated with 

cancer such as the  breast, lungs, cervix, colon/rectum, ovary and liver1
. In the Philippines, 

colorectal cancer ranks third as the most common cause of cancer deaths in the non-pregnant 

women2 but not much is known to Filipina pregnant women. 

Globally, the incidence of colorectal cancer and pregnancy is rare with one in every 13,000 

pregnancies3. As of this writing, there are still insufficient studies correlating pregnancy and 

colorectal cancer in the country thus posing a dilemma in its early diagnosis and treatment.  

The diagnosis of colorectal cancer in pregnant women is usually delayed, because there is a 

significant overlap in signs and symptoms between a colorectal malignancy and normal pregnancy, 

impeding its proper diagnosis3. Once diagnosed, it would be a challenge to give necessary 
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treatment as there will be only few options available. Hence, the primary objective of this report 

is to highlight the importance of history and physical examination together with an appropriate 

diagnostic approach as a crucial step in its early detection and management.  

CASE REPORT: 

This is a case of a 38-year-old, elderly primigravid, married, Filipino, Roman Catholic, who 

worked as a primary school teacher in Cabanatuan City, Nueva Ecija. She consulted at a tertiary 

hospital for hematochezia and was admitted under General Surgery service for her bleeding 

anorectal mass. She was referred to Obstetrics and Gynecology service and was co-managed for 

her pregnancy. 

History of present condition started four weeks prior to admission, on her 25th week age of 

gestation, when she suddenly noticed a blood-tinged stool and a palpable, reducible anorectal mass 

upon defecation. No other medications were taken aside from her regular prenatal medications. 

Two days prior to admission, she noticed her undergarments to be mildly soaked with blood. Fetal 

kicks were perceived but no lumbosacral pain nor watery vaginal discharge were noted. She 

immediately consulted her obstetrician and was immediately referred to a tertiary hospital for 

further evaluation and management. At the emergency room, she was noted to be pale with rectal 

bleeding approximately 10cc of blood associated with body weakness hence admitted. 

Antepartum prenatal care began at twenty weeks gestation of her last menstrual period with 

unremarkable baseline laboratories. First trimester symptoms were nausea, vomiting and 

decreased appetite. She was started on multivitamins once a day, ferrous sulfate twice a day and 

calcium tablet twice a day. On 22nd weeks age of gestation, she began to experience frequent 

morning sickness, weight loss and constipation, which she dismissed, and thought to be common 

signs and symptoms of pregnancy.  

Past medical history showed usual childhood diseases such as Rubella, Parotitis, and Varicella. 

She is a non-hypertensive, non-diabetic, non-asthmatic and has no allergies to food and 

medications. She denies any history of major illness, trauma, previous hospitalizations nor other 

major operations.  

She denies any heredo-familial diseases nor congenital anomalies. She was a daughter of a 

farmer and the youngest of five siblings. A dedicated primary school teacher for ten years with a 

low level income. She denies any vices, has a sedentary lifestyle and consumes a balanced-diet. 

Her menarche was at the age of twelve with subsequent menses occurring every 28-35 days lasting 

for four days consuming three moderately soaked pads per day not associated with dysmenorrhea. 

She had her coitarche at thirty-three years old with only one sexual partner which later became her 

husband. Review of systems were deemed to be unremarkable. 

On physical examination, she was awake, alert, ambulatory, conscious, coherent, and not in 

cardio-respiratory distress. Her blood pressure was 110/70mmHg, tachycardic at 110 beats per 

minute, respiratory rate of 20 cycles per minute and was afebrile. She had pale palpebral 

conjunctivae, anicteric sclerae, with symmetrical chest expansion and clear breath sounds on both 

lung fields. Precordium was adynamic, tachycardic, without murmurs appreciated. Clinical 

examination of the breast revealed unexceptional and no palpable lymph nodes in the neck, groin 

and axilla. The abdomen was globular with fundic height of 26cm, with fetal heart tone best 

appreciated on the left upper quadrant with 145-150 beats per minute, normoactive bowel sounds, 

and non-tender upon palpation on all quadrants. Speculum examination showed a smooth, bluish 

vaginal wall and a smooth cervix deflected anteriorly with no lesions and ulcerations and with 

whitish mucoid discharge. On internal examination, the vaginal introitus admitted 2 fingers with 
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ease. The cervix was soft, closed, with no cervical motion tenderness, uterus was enlarged to 6 

months size, with no adnexal mass nor tenderness and no evident bleeding. On anal inspection, 

there was a thrombosed irregular, fungating mass protruding out of the anus measuring 

approximately 1.5 x 1.0 centimeters. Digital rectal examination showed good sphincteric tone, 

with irregular, soft, fungating anorectal mass measuring 5x4cm on the left rectal wall. Rectal vault 

not collapsed with minimal bleeding per examining finger. 

Initial impression was Gravida 1 Para 0, Pregnancy Uterine 28 weeks 6 days age of gestation, 

elderly primigravid, to consider Rectal Cancer. The preliminary plan was anemia correction with 

fetal surveillance by performing a Biophysical Profile Scoring (BPS) with a Nonstress test (NST) 

and complete the diagnostic work-up for rectal malignancy which include a colonoscopy and 

biopsy of the rectal mass. Nonstress test was reactive. Her severe anemia (hemoglobin of 70) was 

corrected with blood transfusion of 2 units of packed RBC and increased dosage of Iron tablet to 

twice a day. BPS showed pregnancy uterine of 29 weeks and 4 days age of gestation, live, single, 

breech, estimated fetal weight of 1385 grams (+/- 202 grams), fetal heart rate of 155 beats per 

minute, with deepest vertical pocket of 12.2 centimeters, polyhydramnios, anterior placenta grade 

II, no previa, BPS score of 8/8. Colonoscopy showed a rectal mass of 1cm from the anal verge 

extending to the perianal area with a colonic polyp (Figure 1). Followed by a biopsy revealing 

rectum adenocarcinoma and tubulovillous adenoma of colonic polyp respectively (Figure 2). 

Carcinoembryonic Antigen (CEA) was also requested and was noted to be elevated to 270.7 ng/ml. 

Dexamethasone 6mg was completed intramuscularly for fetal lung maturity. To prevent preterm 

delivery, vaginal Progesterone was inserted before bedtime. As the diagnosis of CRC was 

confirmed, patient underwent Magnetic Resonance Imaging (MRI) of the abdomen to establish the 

stage of malignancy. MRI showed a single intrauterine fetus; lobulated soft tissue signals along 

the mid to distal rectum with associated narrowing of the lumen measuring 2.3cm in maximum 

thickness and approximately 8.5cm in length; mild pelvocaliectasia, bilateral and prominent left 

inguinal lymph node (Figure 3). An incidental finding of small nodular signals on lower lobe of 

both lungs were noted thus a Chest MRI was recommended showing pulmonary parenchymal 

nodules which appear intermediate on T1 and hyperintense on T2 in both middle to lower lung 

fields, the largest of which is at the medial segment of the right middle lobe measuring 0.7cm 

probably metastatic (Figure 4).  

On her 30th week of pregnancy, patient was diagnosed with Rectal Adenocarcinoma Stage IV. 

She still presented with same symptoms but is now associated with tenesmus. Because of the 

clinical picture, patient was subjected into a multidisciplinary discussion with a team of 

obstetrician, perinatologist, neonatologist, oncologist, onco-surgeon, radiologist, palliative doctor 

and nutritionist. A family conference was also held together with an in-house Psychiatrist to 

counsel the family on the patient’s medical condition and also to cater to the emotional stress of 

dealing with such burden. Psychosocial counseling was also rendered to the patient all throughout 

pregnancy. With the patient’s consent, she underwent neoadjuvant chemotherapy with modified 

FOLFOX-6 (Oxaliplatin, fluorouracil and leucovorin calcium). Weight loss was apparent and 

nutritional build-up was started. Continuous fetomaternal surveillance with NST and serial BPS 

(Figure 5) were performed every 2 weeks. Her last BPS showed a pregnancy uterine of 31 weeks 

and 2 days age of gestation, live, single, breech by fetal biometry, estimated fetal weight of 1905 

grams (+/- 253 grams), fetal heart rate of 140 beats per minute, with deepest vertical pocket 6.4 

centimeters, normohydramnios, anterior placenta grade II, no previa, BPS score of 8/8. Subsequent 

medical examinations showed a regular evolution of pregnancy.  
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On her 33rd week of pregnancy, after 2 cycles of chemotherapy, patient underwent Primary Low 

Transverse Cesarean Section under Combined Spinal - Epidural Anesthesia for Non-Reassuring 

Fetal Heart Rate Pattern (persistent variable decelerations with mild variability) and delivered to a 

preterm, 33 weeks by Ballard score, cephalic, live baby boy, single cord coil, thickly meconium 

stained, Birthweight of 2,000g, Apgar score of 8,9, appropriate for gestational age. Patient 

tolerated the procedure well with an estimated blood loss of 700ml. Baby was admitted at Neonatal 

Intensive Care Unit for prematurity but expired on the 3rd hospital day due to Respiratory Distress 

Syndrome. The patient was discharged on post-operative day 4. Subsequent chemotherapy was 

scheduled on her follow-up. 3 months after delivery, patient was noted to have jaundice and a 

palpable firm, non-movable, non-tender abdominal mass measuring 10x12cm.  During the interim, 

patient had completed 4 cycles of neoadjuvant chemotherapy but was continuously losing weight 

and showed signs of deterioration. Eight months from the time of diagnosis of Rectal 

Adenocarcinoma Stage IV, patient refused further treatments and lost her battle to cancer. 

CASE DISCUSSION: 

Cancers of the reproductive-aged women, such as colorectal cancer, maybe encountered in 

pregnancy. In women less than 50 years old, common risk factors that could predispose to 

colorectal malignancy include smoking, alcohol consumption, physical inactivity and obesity4 but 

never pregnancy5. Cololorectal cancer is an uncommon malignancy to encounter during 

pregnancy, and its diagnosis is often delayed because some symptoms may be similar to pregnancy 

such as morning sickness, decreased appetite, constipation and body weakness6. Hematochezia is 

also common in pregnancy and can be mistaken as hemorrhoids rather than a malignancy7. The 

patient is a 38-year-old, elderly primigravid, who had presented with above symptoms. 

Hematochezia and constipation were thought to be attributed to bleeding hemorrhoids, and her 

gradual weight loss was assumed from her morning sickness and loss of appetite. These symptoms 

that were often seen in pregnancy can be habitually overlooked and may be given a wrong 

impression, therefore, should prompt immediate investigation.  

Malignancy during pregnancy is a diagnostic challenge. Physiologic changes in pregnancy can 

modify the most commonly used laboratory test and disguised the malignancy. Hemoglobin and 

hematocrit can have lower values in women who commonly suffer anemia during pregnancy8. 

Some serum tumor markers may be physiologically elevated in pregnancy and its sensitivity and 

specificity may be lower9. But CEA, the serum tumor marker used for colorectal cancer, is not 

influenced by pregnancy in all three trimesters10. The patient had severe anemia and elevated CEA 

upon admission leaning more to the diagnosis of colorectal cancer. 

Certain imaging modalities may pose more of fetal harm rather than maternal benefit. 

Colonoscopy and biopsy are the golden standard tests used to diagnose colorectal cancer. 

However, these have relative contraindications and may complicate pregnancy11 but may be 

relatively safe during the second trimester12. In this case, colonoscopy revealed a 1cm rectal 

carcinoma from the anal verge and a biopsy result of rectal adenocarcinoma and tubilovillous 

adenoma. The precariousness on fetal safety of some imaging modalities may result in 

underutilization of the necessary imaging tools resulting on its suboptimal staging..Ultrasound and 

MRI are the only preferred imaging modalities during pregnancy for its detailed locoregional 

disease assessment and lack of radiation exposure making it safe for the unborn fetus10. Magnetic 

resonance imaging (MRI) can be safe in all trimesters and be useful in staging the disease14,16. Her 

whole abdominal MRI revealed a single intrauterine fetus with narrowing of the middle to distal 
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rectum and lobulated lesions of both hepatic lobes probably metastasis with an incidental finding 

of small nodular signals on the lower lobe of both lungs. Hence, a chest MRI was also requested 

revealing pulmonary parenchymal nodules on middle to lower lung fields, probably metastatic. 

Based on her clinical presentation15, she was diagnosed to have Rectal Adenocarcinoma Stage 

IVB. 

As the incidence of CRC in young adults is expected to rise, primary care providers have the 

ability to make the diagnosis early to expedite treatment and hopefully improve outcomes. 

Therefore, it is imperative that primary care providers take a careful history, perform a thorough 

physical exam, and have a high index of suspicion for CRC when young patients present with 

persistent or worrisome symptoms. This case demonstrates the importance of intimately involving 

the patient in the decision making process.  

The malignancy in Rectal cancer Stage IVB had already metastasize to distant organs and tissues 

like the liver or lungs. The treatment options for non-pregnant women of this stage of cancer varies 

on how extensive the malignancy is. Surgery is one treatment option that will remove the rectal 

cancer and metastasis, followed by chemotherapy or chemoradiation17. However, in a pregnant 

women with colorectal cancer after 20 weeks of gestation, chemoradiation is contraindicated and 

surgical intervention may be delayed to increase fetal survival and lung maturation18. As the 

malignancy had metastasized to the lungs and liver, neoadjuvant chemotherapy was advised to 

reduce the size of distant metastasis19. In general, chemotherapy is safer during the second and 

third trimesters but is associated with increased incidence of preterm birth and intrauterine growth 

restriction20. Chemotherapy was delayed at the discretion of the patient for fear of fetal harm, and 

the awareness of its unpleasant side effects. 

Ultimately, it is the patient’s autonomy to decide between the treatment risk of her unborn fetus 

or the benefit of her well-being. As physicians, they must be willing to adapt to the treatment plans 

in accordance to the patient’s wishes and be understanding to the complexity and ethical issues 

surrounding pregnant patients with a possible life-threatening terminal illness. 

CONCLUSION: 

Colorectal cancer in pregnancy is associated with diagnostic and therapeutic challenges. It is 

difficult to diagnose as the signs and symptoms such as hematochezia, morning sickness, and loss 

of appetite can be easily attributed to normal pregnancy leading to late diagnosis in advanced 

stages. Moreover, pregnancy requires alternative use of diagnostic tools, further hampering rapid 

and appropriate diagnosis. This paper would like to highlight the importance of using appropriate 

diagnostic imaging promptly upon suspicion of pathology. In conclusion, attention to unspecific 

symptoms, early diagnosis, and active treatment might be fundamental to change the clinical 

course of Colorectal cancer. 
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APPENDIX: 

 

FIGURE 1 

 

Colonoscopy 

Rectal carcinoma 1cm from the anal verge (left) 

Colonic polyp (right) 

 

FIGURE 2 

 

a. Rectum Adenocarcinoma (LPO) 

Low power – malignant glands (right ) seen beside normal colonic glands (left) 
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b. Rectum Adenocarcinoma (HPO) 

The malignant glands: 

- ovoid, hyperchromatic nuclei, and moderate amounts of eosinophilic cytoplasm.  

- loss of polarity 

Invasion of smooth muscle tissue is noted 

normal colonic type epithelium / gland (left) 

 

 

c. Tubilovillous adenoma (LPO) 

Pedunculated polypoid lesions with macroscopic finger-like projections 

 

 

FIGURE 3 
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Abdominal MRI  

MRI showed single intrauterine fetus; lobulated soft tissue signals along the mid to distal rectum with 

associated narrowing of the lumen measuring 2.3cm in maximum thickness and approximately 8.5cm in 

length. Associated high signal on perirectal fat stranding signals. Portion of the lesion approximates the 

mesorectal fascia anteriorly in the distal rectum, no other abnormal wall thickening along the rest of the 

gastrointestinal tract. Liver not enlarged and shows smooth marginal outline, with lobulated lesions on both 

hepatic lobes which are worrisome for metastasis. Mild pelvocaliectasia, bilateral prominent left inguinal 

lymph node. Incidental note of small nodular signals in the lower lobe of both lungs.  

 

FIGURE 4 

 

Chest MRI 

Pulmonary parenchymal nodules which appear intermediate on T1 and hyperintense on T2 in both middle 

to lower lung fields, the largest of which is at the medial segment of the right middle lobe measuring 0.7cm 
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probably metastatic. Incidentally, several hepatic nodules and masses in both lobes of the liver, these 

appears hypointense on T1, hyperintense on T2 and exhibits significant fluid restriction, the largest lesion 

appears trilobed, occupies segments VIII/V of the right lower lobe measuring approximately 8.1 x 5.3cm, 

probably metastatic. 

 

 

Figure 5 

 

August 27, 2020 

 

September 17, 2020 

Serial BPS showed a live, intrauterine pregnancy, in cephalic presentation, with an estimated fetal weight 

of 1850g +/- 241g, with good cardiac activity, adequate amniotic fluid volume, and a posterior placenta 

Grade II. 
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Abstract— For many years, the pesticides used in agriculture 

have been responsible for environmental degradation, particularly 

noticeable in the areas of intensive agriculture, particularly through 

contamination of surface and groundwater. Our study was 

conducted to isolate and identify the microflora of water polluted by 

pesticides in an area with an agricultural vocation (Ben M'Hidi) 

subject to the pesticide effect for several years. Isolated fungal 

strains were identified based on the morphology of their vegetative 

and reproductive apparatus. The micromycètes were obtained; they 

belong mainly to the genera Aspergillus, Penicillium and 

Trichoderma. Furthermore, most bacterial strains characterized in 

this work, are that of the genus Aeromonas, Pseudomonas that are 

widely represented in the study of the biodegradation of pesticides. 

 

Keywords— isolated, strains, polluted, pesticides. 
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Abstract—Collision tumors are rare entities characterized by 

neoplasms of two different cell population with distinct 

separating boundaries. Such tumors could be benign, malignant 

or a combination of both. The exact mechanism of origin for 

collision tumors is predicted to be tumor heterogeneity or 

concurrent occurrence of neoplasm in the same organ. We 

present two cases of plasmacytoma presenting as a collision 

tumor one with tumor of hematological origin and another with 

non-hematological origin namely Chronic Lymphocytic 

Leukemia and Adenocarcinoma of colon, respectively. The 

immunohistochemical stains and flowcytometry analysis 

performed on the specimens aided in correct diagnosis. 

Interestingly, neoplastic cells of plasmacytoma in the first case 

demonstrated strong cytokeratin along with weak Epithelial 

Specific Antigen/ Epithelial cell adhesion molecule 

Monoclonal Antibody (MOC31) positivity indicating that 

tumor may influence the microenvironment of the tumor in the 

vicinity.  Furthermore, the next-generation sequencing studies 

performed on the specimen with plamacytoma and chronic 

lymphocytic lymphoma demonstrated BReast CAncer gene 

(BRCA2) and Tumor Necrosis Factor Alpha Induced Protein 3 

(TNFAIP3) as a disease associated variants suggestive of risk 

for multiple tumors including collision tumors. Our reports 

highlight the unique collision tumors involving plasmacytoma 

which have never been reported previously as well as provide 

necessary insights about the underline genetic aberrations and 

tumor heterogeneity through sequencing studies and allows 

clonality assessment for subsequent tumors.  

 

Keywords—BRCA2, Collision tumor, Chronic lymphocytic 

leukemia, Plasmacytoma. 
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Abstract— Silver is often doped on nano-titanium dioxide 

photocatalysts (Ag-TiO₂) by photodeposition method to improve 

their utilization of visible-light while increasing the toxicity of TiO₂

。 However, it is not known what factors influence this toxicity and 

how to reduce toxicity while maintaining the maximum catalytic 

activity. In this study, Ag-TiO₂ photocatalysts were synthesized by 

the photodeposition method with different silver content (AgC) and 

photodeposition time (PDT). Characterization and catalytic 

experiments demonstrated that silver was well assembled on TiO₂ 

with excellent visible-light catalytic activity, and the size of silver 

increased with PDT. In vitro, the cell viability of lung epithelial cells 

A549 and BEAS-2B showed that the higher content and smaller size 

of silver doping caused higher toxicity. In vivo, Ag-TiO₂ catalysts 

with lower AgC or larger silver particle size obviously caused less 

pulmonary pro-inflammatory and pro-fibrosis responses. However, 

the visible light catalytic activity decreased with the increase in 

silver size. Therefore, in order to optimize the Ag-TiO₂ 

photocatalyst with the lowest pulmonary toxicity and highest 

catalytic performance, response surface methodology (RSM) was 

further performed to optimize the two independent variables of AgC 

and PDT. Visible-light catalytic activity was evaluated by the 

degradation rate of Rhodamine B, the antibacterial property was 

evaluated by killing log value for Escherichia coli, and cytotoxicity 

was evaluated by IC50 to BEAS-2B cells. As a result, the RSM 

model showed that AgC and PDT exhibited an interaction effect on 

catalytic activity in the quadratic model. AgC was positively 

correlated with antibacterial activity. Cytotoxicity was proportional 

to AgC while inversely proportional to PDT. Finally, the 

optimization values were AgC 3.08 w/w% and PDT 28 min. Under 

this optimal condition, the relatively high silver proportion ensured 

the visible-light catalytic and antibacterial activity, while the longer 

PDT effectively reduced the cytotoxicity. This study is of 

significance for the safe and efficient application of silver-doped 

TiO₂ photocatalysts. 

 

Keywords— Ag-doped TiO₂, cytotoxicity, inflammtion, 

fibrosis, response surface methodology. 
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Abstract—  

Introduction  

A polio outbreak due to cVDPV2 was declared in Uganda on 25 

August 2021. The outbreak was declared after Polio Virus was 

detected from a sample collected from the Lubigi National Water 

and Sewerage Corporation environmental surveillance (ES) site. In 

addition, neighboring countries such as the Democratic Republic of 

Congo (DRC) and South Sudan have also reported outbreaks of 

cVDPV2 in the recent past. The porous Uganda borders, pockets of 

unimmunized children and weak Acute Flaccid Paralysis (AFP) 

surveillance indicators were among factors that provided a rationale 

for implementing two rounds of a nation-wide house-to-house Polio 

campaign. In response to these threats, the Ministry of Health 

secured 10,997,500 doses of the Novel Oral Polio Vaccine type 2 

(nOPV2) that were administered in round 1, in January 2022 and 12 

million doses for Round 2 vaccination campaign that was conducted 

between 4th to 11th November 2022. The purpose of this 

supplementary immunization activity (SIA) was to address the gaps 

in population immunity and to interrupt the transmission of the 

poliovirus throughout the country while targeting the population at 

risk, children under five years comprising 20.5% of the Ugandan 

population. A house-to-house implementation strategy was 

deployed in order to achieve a high vaccination coverage. This 

approach was used in efforts to reach every single child including 

those in villages, refugee settlements and hard to reach areas. The 

African Field Epidemiology Network (AFENET) with support from 

the US CDC deployed FETP residents to support the Uganda MOH 

during the scheduled Polio campaign. The team workd in 2 districts, 

Wakiso and Mukono, located in the central region of Uganda.  

Methodology 

Below is a summary of key activities conducted: 

District planning meetings and vaccinator trainings: A number of 

meetings were held at district level to review microplans, identify 

gaps ahead of the campaign, and take measures to address gaps in 

microplanning. This was conducted with DHT (district health team 

members). Key thematic areas reviewed included vaccines, cold 

chain and logistics, social mobilization and advocacy, data 

management, and finance.  

 

These trainings were cascaded from district to subcounty level. 

Team members facilitated trainings using MoH issued field guides, 

and trained district supervisors, health workers, vaccine 

accountability monitors (VAMs), village health team (VHT) 

members, and local council (LC) chairpersons 

Field supervision: Intra-campaign supportive supervision was 

conducted. Supervisors worked with District supervisors to 

supervise vaccination teams. Missed pockets of households were 

reached, finger and house marking assessed, and teams guided on 

correct practices during the campaign.  

Achievements 

Overall, the Polio campaign was successfully implemented in the 

two districts supported.  The administrative coverage for the 

supported districts is summarized below. Overall Round 2 coverage 

was 109.7%. There were a total of 18 sub counties supported in 

round 2, and 17/18 (94%) achieved the minimum set target of 95% 

coverage. 

 
Nicholas Ayebazibwe is with the AFENET, Uganda (e-mail: 

nayebazibwe@gmail.com). 

Challenges  

These were some of the challenges; 

• Incomplete micro plan 

• Inadequate teams than the required especially for the 

municipal areas 

• Inadequate budget for social mobilization. All social 

mobilization activities started in the week for the campaigns 

• Wrong fingers marked for some children in some villages 

• Houses without eligible children not marked and wrong 

labeling of some houses.  

• Some of the facilities were not achieving their required target 

population coverage and hence there were many zero doses during 

the campaign. 
 

Keywords— Polio, Campaigns, Uganda, Vaccine, Support. 
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Abstract 
 

Objective: The objective of the present study was to investigate the effects of whitening toothpaste containing blue 

covarine and hydrogen peroxide on the discoloration of resin composites and teeth. Materials and Methods: This 

experimental-laboratory study was conducted on 72 samples of Omnichroma resin composite (One-Shade, Tokuyama) 

and extracted human anterior teeth. The samples (teeth and composites) were divided into three groups; Colgate Max 

White Ultimate Catalyst toothpaste, Close Up Diamond Attraction toothpaste, and the control group. Then, the samples 

were placed in tea solution for seven days, and the control group was placed in water. Next, the samples were brushed 

with toothpaste twice a day for 30 days. The colorimetric of the samples was done by spectrophotometer at three stages, 

including before staining, after staining, and after brushing. One-way analysis of variance and Tukey's test were used for 

data analysis. P<0.05 was considered as the significant level. Results: The results showed that the tea solution 

significantly discolored the composite and tooth samples (E∆>3.3), while the E∆ of the control group was less than 3.3. 

The use of whitening toothpastes led to significant discoloration of the composite and tooth samples, although the color 

of the samples did not reach the baseline level. Intra-group comparison of resin composite samples showed that E∆ after 

brushing the teeth with the Colgate toothpaste was significantly higher than that of the Close Up toothpaste group 

(P<0.05), but no significant difference was observed between the two groups in the tooth samples (P>0.05). Conclusion: 

Using both Colgate Max White and Close Up Diamond Attraction toothpaste, especially Colgate Max White toothpaste, 

had an effect on the whiteness of resin composites and teeth in case of discoloration. 

Keywords: Tooth paste, bleaching, resin composite, discoloration. 

 

 

 

INTRODUCTION 

In recent years, resin composites have become very 

popular, so that they are now the first choice for direct 

restoration of anterior and posterior teeth. Aesthetic 

features in accordance with the natural color, the ability to 

connect to dental tissues, reducing the need to remove too 

much dental tissue and lower cost compared to indirect 

materials are the reasons for the popularity of resin 

composites.[1] 

One of the problems related to the use of resin composites 

is their discoloration. Any discoloration may affect the 

beauty. The discoloration of composites depends on 

factors such as the type of organic matrix, the type of 

filler and the types of colors, which are aggravated by 

some foods and drinks.[2] 

Discoloration may be due to many reasons. Common 

reasons for discoloration include poor oral hygiene, dental 

plaques, or tobacco. Drinks such as coffee, tea, and soft 

drinks, which are common drinks of humans, play an 

important role in the discoloration of resins.[3,4]  

Bleaching (whitening by chemical method) is one of the 

methods of removing external and internal pigments, 

which is accepted to improve the beauty of the 

appearance. Bleaching is commonly done on teeth. The 

result of bleaching on resin composites depends on the 

bleaching material and composition of the composite, as 

well as the duration of bleaching.[5] 

There are various methods for bleaching, including 

whitening toothpastes, over the counter (OTC) whitening 

gels and strips, whitening mouthwashes, in-office 

bleaching, and at-home bleaching using a tray.[6] 

In-office bleaching treatments are performed by a dentist 

using high doses of bleaching agents in a shorter period of 

time, while at-home bleaching treatments at lower 

concentrations of bleaching compounds are performed by 

the patient himself under the supervision of a dentist in a 

longer period of time.[7] 

Teeth bleaching at high concentrations of peroxide has 

many side effects and biological risks. Studies have 

shown that chemicals in bleaching products increase the 

surface degradation of adhesive materials in composite 

restorations, which finally reduces the compliance and 

life of composite restoration.[8] 

One of the methods to improve the color of teeth at a low 

cost is to use whitening toothpastes. These toothpastes, in 
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addition to the therapeutic properties (anti-caries and 

reducing gingivitis) in common with ordinary toothpastes, 

have abrasive materials or absorbent particles, peroxide, 

enzymes, or elements with a whitening effect. A study 

found that blue covarine whitening toothpaste had the 

greatest whitening effect on tooth enamel.[8] 

In contrast, another study found that blue covarine 

whitening toothpaste had no significant effect on the 

discoloration of composites.[9] 

Colgate Max White Ultimate Catalyst whitening 

toothpaste is the newest product of Colgate Co. and the 

first enzyme-enhanced toothpaste [10] , the effect of which 

on the discoloration of composites and teeth has not yet 

been studied. Given few studies conducted on the effect 

of whitening toothpastes from different brands on the 

discoloration of composites and teeth, we attempted to 

investigate the effect of Colgate and Close Up whitening 

toothpastes on the discoloration of tooth enamel and resin 

composite. 

• The discoloration of Omnichroma composite and teeth 

samples after being placed in black tea concentrate 

solution is different. 

• The discoloration of Omnichroma composite and teeth 

samples after using whitening toothpaste (Close Up and 

Colgate) is different. 

• The discoloration of Omnichroma composite and teeth 

samples before staining, after exposure to black tea 

concentrate solution and brushing by whitening 

toothpastes is different.  

 

MATERIALS AND METHODS  

The present study is an experimental-laboratory study. 

This study was approved by the Ethics Committee of 

Zanjan University of Medical Sciences with the code of 

ethics A-11-365-13. In this study, 36 samples of extracted 

human anterior teeth and 36 samples of resin composite 

were examined. For the sample size of n = 12, a study by 

Reinhardt et al. (11) was used, taking into account the 

average composite discoloration score (E∆), 95% 

confidence level, and 80% test power. Finally, the 

samples were divided into 3 groups including Colgate 

Max White toothpaste, Close Up Diamond Attraction 

toothpaste, and control of resin composite and tooth 

samples.  

Tooth samples that were free of any caries, fractures and 

restorations were selected. After cleaning the teeth from 

debris, they were cleaned with pumice powder, placed in 

chloramine T solution (10%) for a week for disinfection, 

and then they were kept in water solution at room 

temperature until the study was conducted (Figure 1). For 

composite samples, Omnichroma resin composite (One-

Shade, Tokuyama) was used (Figure 1). First, disk-shaped 

samples with a diameter of 8 mm and a thickness of 2 mm 

were prepared from the resin composite. A plastic washer 

device with a central hole of 2 mm thickness and 8 mm 

diameter was placed on a celluloid strip on a glass plate. 

The resin composite was placed inside the central cavity 

and covered with a celluloid strip and a glass plate. A 

constant pressure of 5 kg weight was applied to the 

samples for 3 min to obtain a sample with a smooth 

surface. Then, the samples were cured with Woodpecker 

LED (China) for 20 seconds with an intensity of 850 

mw/cm² according to the instructions of the manufacturer. 

A digital caliper was used to measure the thickness of the 

samples, and the samples with a difference of more than 

0.5 mm in thickness were discarded. Then, the lower and 

upper surfaces of the samples were polished by a diamond 

disc (TOR VM, Russia) in coarse, medium, fine and 

superfine sizes and with a hand-piece at low rate and 

medium pressure to achieve the maximum surface 

smoothness for 10 seconds. At each stage of polishing, 

the samples were washed with water and dried with a 

tissue. Finally, the samples were washed and dried, and to 

complete the polymerization process, they were placed in 

an incubator for 24 hours in distilled water at a 

temperature of 37 ͦ C. 

 
 

 
Figure 1: Tooth and resin composite samples 

 

Next, the staining process (artificial aging) was 

performed. The samples (24 teeth and 24 composites) 

were immersed in black tea (Jahan, Iran) concentrate 

solution for one week (7 days) to get color. To prepare the 

coloring solution (tea), 16 g of tea powder was dissolved 

in 500 ml of boiling water. Each sample was completely 

immersed in the solutions by means of a piece of thread in 

a vertical position. It should be noted that the samples of 

the control group (n = 12) were immersed in distilled 

water solution. The colorimetric of all samples after 

staining was done using a spectrophotometer 

(SpectroShade, Handy Dental Type 713000, Verona, 

Italy) (Figure 2). 
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Figure 2: Colorimetric by a spectrophotometer 

 

After the staining process, the samples (composites and 

teeth) were divided into 2 groups including Colgate Max 

White Ultimate Catalyst toothpaste and Close Up 

Diamond Attraction toothpaste. In the Colgate and Close 

Up groups, 0.25 g of each toothpaste was mixed with 

water at a ratio of 1: 3 and brushed by an operator twice a 

day for 30 seconds, each time for 30 seconds, with an 

electric toothbrush (Pro-Expert, Oral-B, USA). The 

samples were brushed with circular movements and 

washed under running water. Colorimetric was done at 

three stages, including before staining, after staining, and 

after brushing. After brushing, the samples were placed in 

a dark container containing artificial saliva at room 

temperature. In the control subgroups, the samples were 

immersed in distilled water (12). At each stage, after 

colorimetric by spectrophotometer, the samples were 

washed and dried using sterile gas. 

The colorimetric of the samples was done using L*, a* 

and b* where L* represents lightness*, a* represents the 

green-red parameter, and b* represents the yellow-blue 

parameter. The discoloration of the samples at three 

different stages was measured by ∆E and based on the 

following formula:  

 

∆E= [(∆L*)2 + (∆a*)2 + (∆b*)2]1/2 (2)                                                                                                    

 

Where ∆a*, ∆L* and ∆b* were changes in a*, L* and b* 

at different time intervals (1). The validity and reliability 

of this method has already been confirmed (13). 

 

Finally, the data were collected in the study checklist, 

which contained the following parts: 

- The studied groups included Colgate toothpaste 

(composite), Close Up toothpaste (composite), control 

(composite), Colgate toothpaste (teeth), Close Up 

toothpaste (teeth), and control (teeth). 

- a*, L* and b* values before staining, after staining, and 

after brushing 

- Discoloration (∆E) at the stages of before and after 

staining 

- Discoloration (∆E) at the stages of before staining and 

after brushing 

- Discoloration (∆E) at the stages of after staining and 

after brushing 

The normal distribution of the data was checked using 

Kolmogorov-Smirnov test by SPSS version 26. 

Qualitative data were reported as frequency (percentage), 

and quantitative data were reported as mean ± standard 

deviation. One-way analysis of variance test was used to 

compare the average variables between the study groups. 

Tukey's range test was also used to compare the mean 

variables in the studied groups. Independent t-test was 

used to compare composite and tooth samples. In all 

cases, differences and changes with P less than 0.5 were 

considered statistically significant. 

 

RESULTS  

According to the study results, in Colgate toothpaste 

group, the average values of ∆L, ∆a, ∆b and E∆ of resin 

composite samples at three colorimetric stages are shown 

in Table 1. According to the results, the values of ∆E after 

brushing by Colgate toothpaste were equal to 3.01 

compared to before staining. The discoloration of resin 

composite samples in Colgate toothpaste group at three 

colorimetric stages are shown in Figure 3. 

 
Table 1: Discoloration at three stages of colorimetric in the 

Colgate-composite group 
 before staining - 

after staining   

before staining - 

after brushing 

after staining - 

after brushing 

∆L -6.70 ± 1.02 -1.52 ± 0.63 5.18 ± 1.32 

∆a 3.42 ± 0.52 0.22 ± 0.17 -3.21 ± 0.61 

∆b 6.17 ± 1.14 -2.52 ± 0.39 -8.70 ± 1.11 

∆E 9.75 ± 1.52 3.01 ± 0.45 10.65 ± 1.65 

Data are shown as mean ± standard deviation. 

 

  
 

 
Figure 3: Discoloration of composite samples in Colgate 

toothpaste group at three colorimetric stages  

 

The average values of ∆L, ∆a, ∆b and ∆E of resin 

composite samples in Close Up toothpaste group at three 

colorimetric stages are shown in Table 2. According to 

the results, the values of ∆E after brushing by Close Up 

toothpaste compared to before staining were 5.62.  
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Table 2: Discoloration of composite samples at three 

colorimetric stages in Close Up toothpaste group 
 before staining - 

after staining   

before staining - 

after brushing 

after staining - 

after brushing 

∆L -7.30 ± 1.26 -5.32 ± 1.03 1.98 ± 1.06 

∆a 3.47 ± 0.56 1.13 ± 0.38 -2.34 ± 2.46 

∆b 6.02 ± 0.77 -1.32 ± 0.35 -7.35 ± 0.93 

∆E 10.09 ± 1.51 5.62 ± 1.02 8.02 ± 1.12 

Data are shown as mean ± standard deviation. 

Discoloration of resin composite samples in Close Up 

toothpaste group at three colorimetric stages are shown in 

Figure 4. 

 

   
 

 
Figure 4: Discoloration of composite samples at three stages 

in Close Up toothpaste group 

 

The average values of ∆L, ∆a, ∆b and ∆E of resin 

composite samples the control group at two colorimetric 

stages are shown in Table 3. According to the results, the 

values of ∆E after immersion in distilled water compared 

to before staining were equal to 3.08. 

 
Table 3: Discoloration at two stages of colorimetric in the 

composite-control group 
 immersion in distilled water – before staining 

∆L -2.42 ± 0.55 

∆a 0.42 ± 0.15 

∆b -1.82 ± 0.47 

∆E 3.08 ± 0.58 

Data are shown as mean ± standard deviation. 

 

The discoloration of the resin composite samples in the 

control group measured at two stages are shown in Figure 

5. 

 

   
Figure 5: Discoloration of composite samples at two 

colorimetric stages in the control group 

 

According to the study results, a significant difference 

was observed in the values of ∆L, ∆a, ∆b and ∆E of 

composite samples in the control group after immersion 

in tea solution (P=0.000). 

The highest ∆E after brushing compared to after staining 

was in Colgate toothpaste group (10.65), followed by 

Close Up toothpaste group (8.02). ∆E of the control group 

compared to before staining was equal to 3.08 (Fig 4). 

Comparison of ∆E after brushing compared to after 

staining between three groups of resin composite samples 

by one-way analysis of variance test showed a significant 

difference between these groups (P =0.000). According to 

the results of Tukey's post hoc test, E∆ of Colgate and 

Close Up toothpaste groups were significantly higher than 

the control group (P=0.000). ∆E of Colgate toothpaste 

group was significantly higher than that of Close Up 

toothpaste group (P=0.000). 

Color correction in tooth samples 

The average values of ∆L, ∆a, ∆b and ∆E of tooth 

samples in Colgate toothpaste group at three colorimetric 

stages are shown in Table 4. According to the results, the 

values of ∆E after brushing using Colgate toothpaste 

compared to before staining were 6.75. 

 
Table 4: Discoloration of tooth samples at three colorimetric 

stages in Colgate toothpaste group 
 before staining - 

after staining   

before staining - 

after brushing   

after staining - 

after brushing   

∆L -8.82 ± 3.35 4.44 ± 0.56 9.38 ± 2.83 

∆a 4.54 ± 0.93 0.89 ± 0.83 -3.71 ± 0.59 

∆b 2.99 ± 2.08 -4.91 ± 2.98 -7.90 ± 3.47 

∆E 10.57 ± 3.44 6.75 ± 2.66 13.28 ± 2.66 

Data are shown as mean ± standard deviation. 

 

The discoloration of tooth samples in Colgate toothpaste 

group at three colorimetric stages are shown in Figure 6. 
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Figure 6: Discoloration of tooth samples at three colorimetric 

stages in Colgate toothpaste group 

 

The average values of ∆L, ∆a, ∆b and ∆E of tooth 

samples in Close Up toothpaste group at three 

colorimetric stages are shown in Table 5. According to 

the results, the values of ∆E after brushing using Close 

Up toothpaste were equal to 10.69 compared to before 

staining.   

 
Table 5: Discoloration of tooth samples at three colorimetric 

stages in Close Up toothpaste group  

 before staining - 

after staining   

before staining - 

after brushing   

after staining - 

after brushing   

∆L -13.52 ± 12.91 -6.98 ± 16.10 6.54 ± 6.33 

∆a 5.98 ± 4.54 3.71 ± 2.16 -3.82 ± 2.14 

∆b 4.89 ± 4.76 -1.84 ± 6.66 -6.61 ± 5.06 

∆E 15.71 ± 14.32 15.95 ± 10.69 11.47 ± 6.05 

Data are shown as mean ± standard deviation. 

 

The discoloration of tooth samples in Close Up toothpaste 

group at three colorimetric stages are shown in Figure 7. 

 

   
 

 

 

 
Figure 7: Discoloration of tooth samples at three colorimetric 

stages in Close Up toothpaste group 

 

The average values of ∆L, ∆a, ∆b and ∆E of tooth 

samples in the control group at two colorimetric stages 

are shown in Table 6. According to the results, the values 

of ∆∆ after immersion in distilled water were equal to 

2.89 compared to before staining. 

 
Table 6: Discoloration tooth samples at two colorimetric 

stages in the control group 

 immersion in distilled water – before staining 

∆L 2.05 ± 1.21 

∆a 0.49 ± 0.13 

∆b 1.66 ± 1.39 

∆E 2.89 ± 1.45 

Data are shown as mean ± standard deviation. 

 

The discoloration of tooth samples in the control group at 

two colorimetric stages are shown in Figure 8. 

 

 
 

 
Figure 8: Discoloration of tooth samples at two colorimetric 

stages in the control group 

 

According to the study results, the highest ∆E after 

brushing compared to after staining was in Colgate 

toothpaste group was 13.28, followed by Close Up 

toothpaste group (11.47). ∆E of the control group 

compared to before staining was equal to 2.89. ∆E after 

brushing compared to after staining in the three groups of 

tooth samples by one-way analysis of variance showed a 
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significant difference in these groups (P=0.000). 

According to the results of Tukey's post hoc test, ∆E of 

Colgate and Close Up toothpaste groups were 

significantly higher than the control group (P=0.000). 

However, no significant difference was in ∆E between 

Colgate and Close Up toothpaste groups (P=0.524). 

Comparison of discoloration of tooth and composite 

samples in Colgate toothpaste group  

The averages of ∆L, ∆a, ∆b and ∆E of tooth and 

composite samples after staining - before staining were 

compared in Colgate toothpaste group by independent t-

test (Table 7). 

 
Table 7: Discoloration of tooth and composite samples after 

staining – before staining in Colgate toothpaste group 
 Composite samples in 

Colgate group 

Tooth samples in 

Colgate group 

P-value 

 

∆L 6.70 ± 1.02 -8.82 ± 3.35 0.047 

∆a 3.42 ± 0.52 -4.54 ± 0.93 0.001 

∆b 6.17 ± 1.14 2.99 ± 2.08 0.000 

∆E 9.75 ± 1.52 10.57 ± 3.44 0.459 

Data are shown as mean ± standard deviation. 

  

The averages of ∆L, ∆a, ∆b and ∆E of tooth and 

composite samples after brushing - after staining were 

compared in Colgate toothpaste group by independent t-

test (Table 8). 

 
Table 8: Discoloration of tooth and composite samples after 

brushing - after staining in Colgate toothpaste group 
 Composite samples in 

Colgate group 

Tooth samples in 

Colgate group 

P-value 

 

∆L 5.18 ± 1.32 9.38 ± 2.83 0.000 

∆a -3.21 ± 0.61 -3.71 ± 0.59 0.054 

∆b -8.70 ± 1.11 -7.90 ± 3.47 0.455 

∆E 10.65 ± 1.65 13.28 ± 2.66 0.008 

Data are shown as mean ± standard deviation. 

 

Comparison of discoloration of tooth and composite 

samples in Close Up toothpaste group 

The averages of ∆L, ∆a, ∆b and ∆E of tooth and 

composite samples after staining - before staining were 

compared in Close Up toothpaste group by independent t-

test (Table 9). 

 
Table 9: Discoloration of tooth and composite samples after 

staining - before staining in Close Up toothpaste group 
 Composite samples in 

Close Up group 

Tooth samples in 

Close Up group 

P-value 

 

∆L -7.30 ± 1.26 -13.25 ± 12.91 0.111 

∆a 3.47 ± 0.56 5.98 ± 4.54 0.071 

∆b 6.02 ± 0.77 4.89 ± 4.76 0.388 

∆E 10.09 ± 1.51 15.71 ± 14.32 0.190 

Data are shown as mean ± standard deviation. 

 

The averages of ∆L, ∆a, ∆b and ∆E of tooth and 

composite samples after brushing - after staining were 

compared in Close Up toothpaste group by independent t-

test (Table 10). 

 
Table 10: Discoloration of tooth and composite after brushing 

- after staining in Close Up toothpaste group  
 Composite samples in 

Close Up group 

Tooth samples in 

Close Up group 

P-value 

 

∆L 1.98 ± 1.06 6.54 ± 6.33 0.023 

∆a -2.34 ± 0.46 -3.82 ± 2.14 0.029 

∆b -7.35 ± 0.93 -6.61 ± 5.06 0.623 

∆E 8.02 ± 1.12 11.47 ± 6.05 0.066 

Data are shown as mean ± standard deviation. 

 

DISCUSSION  

The success of restorative materials of resin composites 

depends on color stability and non-discoloration over 

time.[9] Although composite restorations discolor in the 

mouth, the important issue is the range of such 

discoloration, which should be at a level that cannot be 

seen by the eye.[10,11] The objective of this study was to 

investigate the effect of Colgate Max White and Close Up 

whitening toothpastes on tooth and Omnichroma resin 

composite discoloration. 

In the present study, tea solution was used for coloring. 

Our results showed that the tea solution caused significant 

discoloration in the composite and tooth samples (∆E < 

3.3), while ∆E of the control group was less than 3.3. 

Also, no significant difference was in the discoloration of 

tooth and composite. ∆E less than 1 cannot be seen by 

humans, ∆E between 1 and 3.3 can be seen by specialists, 

and ∆E more than 3.3 can be seen by ordinary 

people.[14,15] Tea is a common drink among the Iranians 

that contains yellow pigments and can be effective in 

changing the color of composites. The discoloration due 

to color absorption is probably due to the absorption of 

foreign colored substances.[16] Also, during immersion, 

due to the lower polarity and faster diffusion of pigments, 

tea caused more discoloration than other solutions such as 

coffee, juice and soft drinks. Of course, the coloration of 

tea depends on the amount of tea consumed daily and the 

duration of drinking it, between different people to some 

extent is variable.[17] In the present study, the duration of 

immersion in the tea solution for all samples was the 

same and equal to 7 days, which simulated approximately 

7 months of tea consumption. [11] Also, in this study, to 

simulate with the mouth while drinking tea, according to 

previous studies, the samples were placed in the desired 

solution in the incubator with a temperature of 37 ͦ C, 
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which is almost equivalent to the temperature of tea when 

drinking. [18] 

The results of our study were consistent with the study 

results of Dinç Ata et al. [19], Farah et al. [20], and Duc et 

al.[21]  In a study by Zajkani et al., the discoloration of the 

samples was less than in our study. The reasons for the 

difference can be attributed to the method of the 

colorimetric of the samples, the type of resin composite, 

and the type of tea solution used.[22] According to the 

results of the present study, the use of whitening 

toothpastes led to significant discoloration of the 

composite and tooth samples, although the color of the 

samples did not reach the baseline level. Also, according 

to the results, Colgate Max White toothpaste was more 

effective than Close Up toothpaste in composite samples. 

In this study, Colgate enzyme toothpaste and Close Up 

toothpaste containing blue covarine were used. Colgate 

toothpaste contains hydrogen peroxide, triacetin and 

carboxylesterase, and the synergistic effect of these three 

compounds led to significant whitening in the studied 

samples. According to the manufacturer's claim, Colgate 

Max White is the first enzyme-enhanced whitening 

toothpaste that increases its effect along with the 

whitening compounds in the toothpaste, which was 

observed in our study samples.[3] Close Up Diamond 

Attraction toothpaste contains blue covarine particles, 

which based on Blue Foam Technology, together with the 

ingredients in the toothpaste, leads to the improvement of 

discoloration of teeth and composites. Schwarzbold et al. 

investigated the effect of whitening toothpastes with 

enzymatic effect on tooth enamel whitening and its 

surface roughness and observed that these toothpastes 

significantly whiten teeth and the advantage of their use 

over abrasive and carbon toothpastes is that the change in 

tooth color is done without distorting the surface. [23] Tao 

et al. in a study showed that the use of toothpaste 

containing blue covarine significantly discolored teeth 

immediately after brushing, both in the laboratory and in 

the clinical settings. [24] Also, the study results were 

consistent with the study of Vaz et al., who observed that 

using only toothpaste containing blue covarine and 

microbead abrasives had a visible result.[8] 

In a study on the effect and function of whitening 

toothpastes on the external discoloration of tooth enamel, 

Alshara et al concluded that whitening toothpastes 

chemically and mechanically discolored tooth enamel.[25] 

One of the strengths of our study was that the toothpastes 

used in addition to the mechanical method also lead to 

chemical whitening of the teeth. One of the weaknesses of 

our study was its laboratory nature, the use of a type of 

composite, and the lack of comparison with other abrasive 

toothpastes. 

In a study by Collins et al., which compared the tooth 

color in the baseline state and immediately after brushing 

with silica whitening toothpaste containing blue covarine 

and gel toothpaste as a control group, it was shown that 

toothpaste containing blue covarine was significantly 

more effective than the toothpaste used in the control 

group and made the teeth significantly whiter 

(immediately after brushing).[26]  However, the study 

results of Hashemi et al. were inconsistent with the 

present study, so that the ∆E values in our study were 

higher than those reported by Hashemi et al. for common 

whitening toothpaste and that containing blue covarine 

applied 90 days twice a day for 30 seconds each time with 

a toothbrush on three types of composite Filtez 250, Filtez 

350 and Anterior Gradia. They concluded that the 

discoloration of none of the composite samples was 

significant (∆E>3.3) and the toothpastes used had 

nosignificant effect on the discoloration of the 

composites.[9]  The difference in our results with this 

study can be attributed to the difference in the type of 

resin used, the duration of immersion and the use of 

coloring solution. Resin composite is composed of 

mineral fillers in an organic matrix, which can be 

degraded in different media and discolored due to the 

penetration of the material into the composite. The 

polymerization and cross-linking of the composite is an 

important factor of the effect of solutions on it. In 

addition, the chemical composition of the matrix, filler, 

and silane play a role in the degradation of the composite 

in different media.[10,17,24]  In a study by Al-Shalan, the 

significant discoloration of all three types of restorative 

materials (resin composite Filtek Z250, glass ionomer 

modified resin GC Fuji II LC and glass ionomer Ketac 

Molar Quick) was observed when brushing with 

whitening toothpastes for 2 min twice in day for 15 days. 

The most discoloration was related to the restorative 

material Ketac Molar Quick using Colgate Optic White 

toothpaste.[27] 

 

CONCLUSION 

The study results showed that the tea solution 

significantly discolored the composite and tooth samples 

(∆E>3.3), while the ∆E of the control group was less than 

3.3. The use of whitening toothpastes led to significant 

color changes in the composite and tooth samples, 

although the color of the samples did not reach the 

baseline level. Intra-group comparison of resin composite 

samples showed that E∆ of Colgate toothpaste group was 

significantly higher than that of Close Up toothpaste 

group, but for tooth samples, no significant difference 

was between the two groups. Finally, according to the 

results of the present study, it is recommended to use both 

Colgate Max White and Close Up toothpastes, especially 

Colgate Max White toothpaste, to whiten resin 

composites and teeth in case of discoloration. 
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Abstract— 

Introduction: Stem Cell Imaging is a challenging field since the 

advent of Stem Cell treatment in humans. Series of research on 

tagging and tracking the stem cells has not been very effective. The 

present study is an effort by the authors to track the stem cells 

injected into calf muscles by Magnetic Resonance Diffusion 

Weighted Imaging.  

Materials and methods: Stem Cell injection deep into the calf 

muscles of patients with peripheral vascular disease is one of the 

recent treatment modalities followed in our institution. 5 patients 

who underwent deep intramuscular injection of stem cells as 

treatment were included for this study. Pre and two hours Post 

injection MRI of bilateral calf regions was done using 1.5 T Philips 

Achieva, 16 channel system using 16 channel torso coils. Axial 

STIR, Axial Diffusion weighted images with b=0 and b=1000 values 

with back ground suppression (DWIBS sequence of Philips MR 

Imaging Systems) were obtained at 5 mm interval covering the 

entire calf. The invert images were obtained for better visualization. 

120ml of autologous bone marrow derived stem cells were 

processed and enriched under c-GMP conditions and reduced to 

40ml solution containing mixture of above stem cells. 

Approximately 40 to 50 injections, each containing 0.75ml of 

processed stem cells, was injected with marked grids over the calf 

region. Around 40 injections, each of 1ml normal saline, is injected 

into contralateral leg as control.    

Results: Significant Diffusion hyper intensity is noted at the site 

of injected stem cells. No hyper intensity noted before the injection 

and also in the control side where saline was injected conclusion: 

This is one of the earliest studies in literature showing diffusion 

hyper intensity in intramuscularly injected stem cells. The 

advantages and deficiencies in this study will be discussed during 

the presentation. 

 

Keywords—stem cells, imaging, DWI, peripheral vascular 

disease. 
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Abstract—  

Background: Burnout is associated with an increased risk for 

severe COVID-19. Few studies have examined burnout prevalence 

related to healthcare workers during the pandemic. This study 

investigated the burnout prevalence and contributing factors among 

HCWs, including medical staff and support staff, during the 

COVID-19 pandemic in an urban community in Thailand.  

Methods: A cross-sectional online survey was distributed among 

HCWs in Bangkok, Thailand, from July–August 2021. The 

independent t-test and one-way analysis of variance (ANOVA) were 

used to compare the contributing factors and burnout items. Variable 

factors associated with burnout among HCWswereusedinmultiple 

linear regression models.  

Results: A total of 517 HCWs’ survey responses were received. 

Most participants were medical staff (55.3%), female (83.4%), and 

over the age of 35 (59.4%); most participants (65.6%) did not have 

any diseases but had family members that did (63.6%). The 

prevalence of overall burnout was presented among medical staff 

(25.9%). The results of the multiple linear regression models found 

that female (vs. male, β 0.088; 95% CI 0.033, 6.614) was higher 

associated with overall burnout score. In addition, hours of sleep as 

> 6 hr./day (vs. ≤  6 hr./day, β-0.120; 95% CI-6.012,-0.969) was 

lower associated with overall burnout score.  

Conclusion: This study highlights the importance of addressing 

burnout among HCWs, in which female medical staff who slept less 

than six hours per day were associated with burnout. Our study 

further suggested that both intervention and identification are 

needed of frontline HCWs to prevent and reduce the risk of burnout, 

as the proportion of females compared to males is high. Thus, the 

government should provide support in these areas to prevent a 

humanitarian crisis. 

 

Keywords— COVID-19, coronavirus disease, HCWs, health 

care workers, CBI, copenhegen burnout inventory, CI, confidence 

interval. 
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Abstract 

Background: Cancer is one of the medical problems that have been associated with pain. Moreover, the 

pain combined by negative emotions such as anxiety, depression and anger. poor pain management causes 

negative effects on the quality of life which results in negative effects that continue a long time after the 

painful experiences.  

Objectives: The aim of this research was comparison the effectiveness of Common Cognitive Behavioral 

Therapy for Pain and its computerized version on reduction of pain intensity, depression, anger and anxiety 

in children with cancer. 

Methods: The research method of this “Randomized Controlled Clinical Trial” was a pre, post-test and 

follow up with a control group.   In this research, we have examined the effectiveness of Common Cognitive 

Behavioral Therapy for Pain and its computerized version on reduction of pain intensity, anxiety, 

depression and anger in children with cancer in Ahvaz.  Two psychological interventions (cognitive 

behavioral therapy for pain and the computerized version) were compared with the control group. The 

sample consisted of 60 children aged 8 to 12 years old with different types of cancer of Shafa hospital in 

Ahwaz. According to the including and excluding criteria such as age, socioeconomic status, clinical 

diagnostic interview and other criteria, 60 subjects were selected. Then, randomly, 45 subjects were 

selected. The subjects randomly divided into three groups of 15 (two experimental and one control groups). 

The research instruments included Spielberger Anxiety Inventory (STAY-2) and International Pain 

Measurement Scale. The first experimental group received 6 sessions of cognitive-behavioral therapy for 6 

weeks, and the second group was subjected to a computerized version of cognitive-behavioral therapy for 

6 weeks, but the control group did not receive any interventions.  For ethical considerations, a version of 

computerized cognitive-behavioral therapy was provided to them. After 6 weeks, all three groups were 

evaluated as post-test and eventually after one-month follow-up.  
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Results: The findings of this study indicated that both interventions could reduce the negative emotions 

(pain, anger, anxiety, depression) associated with cancer in children in compare with control group 

(p<0.0001). In addition, there were no significant differences between the two interventions (p<0.01). It 

means both interventions are useful to reduce the negative effects of pain and enhance the adjustment. 

conclusion: we can use cCBT in situations in which there is no access to psychologist and psychological 

services.  In addition, can be a useful alternative for conventional psychological interventions.  

Keywords: pain, children, psychological intervention, cancer, anger, anxiety, depression. 
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Abstract— The pharmaceutical industry is one of the most 

important structures and foundations for the management and 

development of the modern world, especially the advanced part of 

it, meaning that there are some exceptions for third world countries 

As the world today has witnessed radical transformations and 

changes, some of which made it better and some of which affected 

the path of its growth. At the beginning of my research, there was a 

detailed presentation overview of the current situation of the world 

in terms of growth and development, and it was a proceeded through 

that overview as the introduction to my research In the first chapter, 

had divided it into three sections, each topic was unique to one of 

the new methods of manufacturing, deducing and developing 

medicines Several examples of various recently developed 

medicines were used In the second chapter, dealt with the defects 

and shortcomings that pioneers and drug makers at various levels, 

as well as various regions and major companies, suffer from, on the 

basis that they are international, especially those specialized in the 

manufacture of medicines related to viruses and chronic diseases, as 

well as incurable As for the third chapter, it was devoted to 

marketing methods, methods of achieving sales, as well as the basics 

of spreading medicines and preparing the minds of consumers 

Through my research, the one concluded that the current world has 

become completely different from the world we used to know, and 

it mean by saying the field of manufacturing, selling and marketing 

medicines It was noted that one of the biggest factors that affected 

the change in the field of medicine was the corona disaster At the 

end of my research, it was left with nothing but to show the 

importance and necessity of the pharmaceutical industry and its 

effective role, not only in the development of mankind, but its main 

role is in the survival of mankind. 
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Abstract— 

Introduction: As complexity in radiotherapy practice and 

processes are increasing, there is a need to assure quality control to 

a greater extent. At present, no international literature available with 

regards to the optimal quality control indicators for radiotherapy; 

moreover, few clinical audits have been conducted in the field of 

radiotherapy.  The primary aim is to improve the processes that 

directly impact clinical outcomes for patients in terms of patient 

safety and quality of care.  

Procedure: A team of an Oncologist, a Medical Physicist and a 

Radiation Therapist was formed for weekly clinical audits of 

patient’s undergoing radiotherapy audits The stages for audits 

include Pre planning audits, Simulation, Planning, Daily QA, 

Implementation and Execution (with image guidance). Errors in all 

the parts of the chain were evaluated and recorded for the 

development of further departmental protocols for radiotherapy.  

Evaluation: The errors at various stages of radiotherapy chain 

were evaluated and recorded for comparison before starting the 

clinical audits in the department of radiotherapy and after starting 

the audits. It was also evaluated to find the stage in which maximum 

errors were recorded. The clinical audits were used to structure 

standard protocols (in the form of checklist) in department of 

Radiotherapy, which may lead to further reduce the occurrences of 

clinical errors in the chain of radiotherapy.  

Results: The aim of this study is to perform a comparison 

between number of errors in different part of RT chain in two groups 

(A- Before Audit and B-After Audit). Group A: 94 pts. (48 males,46 

female), Total no. of errors in RT chain:19 (9 needed Resimulation) 

Group B: 94 pts. (61 males,33 females), Total no. of errors in RT 

chain: 8 (4 needed Resimulation)  

Conclusion: After systematic periodic clinical audits percentage 

of error in radiotherapy process reduced more than 50% within 2 

months. There is a great need in improving quality control in 

radiotherapy, and the role of clinical audits can only grow. Although 

clinical audits are time-consuming and complex undertakings, the 

potential benefits in terms of identifying and rectifying errors in 

quality control procedures are potentially enormous. Radiotherapy 

being a chain of various process. There is always a probability of 

occurrence of error in any part of the chain which may further 

propagate in the chain till execution of treatment.  Structuring 

departmental protocols and policies helps in reducing, if not 

completely eradicating occurrence of such incidents. 

 

Keywords—audit, clinical, radiotherapy, improving 
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Abstract—  

Background: The microbiome of the upper respiratory tract 

(URT) has received less research attention than other body sites. 

This study aims to investigate the microbial ecology of the human 

URT with a focus on the antagonism between the corynebacteria and 

staphylococci.  

Methods: Mucosal swabs were collected from the anterior nares 

and nasal turbinates of 20 healthy adult subjects. Genomic DNA 

amplification targeting the (V4) of the 16Sr RNA gene was 

conducted and analyzed using QIIME. Nasal swab isolates were 

cultured and identified using near full-length sequencing of the 16S 

rRNA gene. Isolates identified as corynebacteria or staphylococci 

were typed using (rep-PCR). Antagonism was determined using an 

agar-based inhibition assay.  

Results: Four major bacterial phyla (Actinobacteria, 

Bacteroidetes, Firmicutes, and Proteobacteria) were identified from 

all volunteers. The typing of cultured staphylococci and 

corynebacteria suggested that intra-individual strain diversity was 

limited. Analysis of generated nasal microbiota profiles suggested 

an inverse correlation in terms of relative abundance between 

staphylococci and corynebacteria. Despite the apparent antagonism 

between these genera, it was limited when investigated on agar. Of 

1000 pairwise interactions, observable zones of inhibition were only 

reported between a single strain of C.pseudodiphtheriticum and 

S.aureus. Imaging under EM revealed this effect to be bactericidal 

with clear lytic effects on staphylococcal cell morphology.  

Conclusion: Nasal microbiota is complex, but culturable 

staphylococci and corynebacteria were limited in terms of clone 

type. Analysis of generated nasal microbiota profiles suggested an 

inverse correlation in terms of relative abundance between these 

genera suggesting an antagonism or competition between these 

taxonomic groups. 
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Abstract— Global warming, with rapid and sudden changes in 

meteorological conditions, is one of the major constraints to 

ensuring agricultural and crop resilience in the Mediterranean 

regions. Several strategies are being adopted to reduce the pressure 

of drought stress on grapevines at regional and local scales: 

improvements in the irrigation systems, adoption of interline cover 

crops, and adaptation of pruning techniques. However, still, more 

can be achieved if also microbial compartments associated with 

plants are considered in crop management. It is known that the 

microbial community change according to several factors such as 

latitude, plant variety, age, rootstock, soil composition and 

agricultural management system. Considering the increasing 

pressure of the biotic and abiotic stresses, it is of utmost necessity to 

also evaluate the effects of drought on the microbiome associated 

with the grapevine, which is a commercially important crop 

worldwide. In this study, we characterize the diversity and the 

structure of the microbial community under three long-term 

irrigation levels (100% ETc, 50% ETc and rain-fed) in a drought-

tolerant grapevine cultivar present worldwide, Syrah. To avoid the 

limitations of culture-dependent methods, amplicon sequencing 

with target primers for bacteria and fungi was applied to the same 

soil samples. The use of the DNeasy PowerSoil (Qiagen) extraction 

kit required further optimization with the use of lytic enzymes and 

heating steps to improve DNA yield and quality systematically 

across biological treatments. Target regions (16S rRNA and ITS 

genes) of our samples are being sequenced with Illumina 

technology. With bioinformatic pipelines, it will be possible to 

obtain a characterization of the bacterial and fungal diversity, 

structure and composition. Further, the microbial communities will 

be assessed for their functional activity, which remains an important 

metric considering the strong inter-kingdom interactions existing 

between plants and their associated microbiome. The results of this 

study will lay the basis for biotechnological applications: in 

combination with the establishment of a bacterial library, it will be 

possible to explore the possibility of testing synthetic microbial 

communities to support plant resistance to water scarcity. 
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Abstract—Background: The purpose of this study was to analyze 

the effect of six-week aerobic training and taxol consumption on 

interleukin-8 and Plasminogen Activator Inhibitor-1 (PAI-1) in mice 

with cervical cancer. Materials and Methods: In this experimental 

study, 40 female C57 mice with cervical cancer, eight weeks old, were 

randomly divided into 4 groups including: control, taxol supplement, 

training, and training-taxol supplement. The implantation of cancerous 

tumors was performed under the skin at the upper of the pelvis. The 

program training was included: endurance training for six weeks, 3 

sessions per week and 50 minutes per session, at the speed of 14-18 

m/s. Taxol supplement at a dose of 60 mg/kg per day was injected 

intraperitoneally. Data analysis was performed using t-test and one-

way ANOVA and if statistically significant, Bonferroni post hoc was 

used at the significance level p < .05. Results: The results showed that 

there was a significant difference between the levels of interleukin 8 

(P < 0.05, F = 12.25) and the PAI-1 (P < 0.05, P = 0.10737 between 

the 4 groups. The results of this study showed a significant difference 

between the control group and the training - complementary group. Six 

weeks of aerobic training and taxol consumption have a significant 

effect on the level of PAI-1 and interleukin-8 mice with cervical 

cancer. Conclusion: Considering the effect of training on these 

variables, this type of exercise can be used as a complementary 

therapeutic approach with other therapies for cervical cancer. 

 

Keywords—Cervical cancer, taxol, endurance training, interleukin 

8, plasminogen activator inhibitor-1. 

I. INTRODUCTION 

ERVICAL cancer is one of the most common cancers 

among women in developing countries which is caused by 

human papillomavirus infections. Infection with this virus can 

lead to the cervical squamous cell carcinoma that is very fatal 

[1]. Various types of cytokines play different roles in 

developing and expanding of cancer [2]. On the one hand, they 

can cause developing and metastases of cancer and, on the other 

hand, they can inhibit the cancer progression by anti-

inflammation and anti-tumor effects [2], [3]. Interleukin-8 is 

one of the pre-inflammation cytokines that is known as a 

chemokine. It specifically plays a role in chemotaxis of WBCs 

especially neutrophils and lymphocytes and it is a trigger and 

enhancer of angiogenesis. This cytokine is secreted by natural 

cells such as fibroblasts and monocytes [4]. Researches show 

that interleukin-8 can increase the growth and angiogenesis of 

cancer tumors and this way it can impact on the growth of tumor 

[5]. Also, according to several studies, PAI-1 is related to an 

enhanced risk of many malignancies. PAI-1 is a key element in 

inhibition of fibrinolysis by inactivation of tissue-type and 

urokinase-type plasminogen activator [6], [7]. There are several 
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experimental evidences that show that the plasminogen 

activator system plays a role in the demolition of the base 

membrane and extracellular matrix and leads to the attack of 

tumor cells and metastases [8], [9]. Expression of PAI-1 gene 

is highly associated with deterioration, existence and also other 

effective parameters such as metastasis to lymphatic nodes, 

depth of tumor penetration and size of tumor [10]. 

An increase is observed in circulating concentrations of pre-

inflammation cytokines such as interlukine 8 after endurance 

training [11]. Another research demonstrated that contraction 

activities and exercising play a role in the expression of 

interleukin-8 [12], [13]. Findings of another research show the 

effects of six weeks of endurance training on a meaningful 

decrease in interleukin-8 levels of tumor tissue and volume of 

tumor [3]. It also has been shown that aerobic exercises lead to 

a decrease of PAI-1 gene expression [14]. In contrast, another 

study demonstrated that regular exercise with medium intensity 

does not lead to a decrease in PAI-1 gene expression but may 

control it [15]. Thus, the impact of aerobic exercises on increase 

or decrease in expression of this gene which has a crucial role 

in the progression of tumors in cervical cancer is not completely 

clear and requires more expanded studies in this field. On the 

other hand, using plants as a drug for preventing and treatment 

of diseases has been considered by traditional medicine 

specialists since ancient times. By the beginning of the 16th 

century, it has been the most esteemed way to cure diseases. 

Among these, the yew tree has a great medicinal value because 

of Paclitaxel material with the trade name of Taxol [16]. Taxol 

is a diterpene with a complex structure. Today, it is effectively 

used worldwide as a most important natural anti-tumor 

composition with a different mechanism in comparison with 

other similar drugs in this field to cure all types of cancers such 

as skin, lung, urinary tracts, esophagus and lymph nodes [16], 

[17]. 

According to the significance of curing cancer, implementing 

studies around the role of cytokines in improving patients with 

cancer becomes important. Considering that today most of the 

attempts are about preventing and treatment of diseases without 

using drugs, an active lifestyle is important in preventing and 

treatment of diseases and the use of therapeutic exercises 

becomes more and more significant [12], [15], [18]. 

Research has shown that aerobic exercise affects 

plasminogenesis and thus reduces inflammation, but existing 

results especially about cancer, is not firm. Also, there are 

plenty of studies about mechanisms of effects of physical 

activities on the health of cancer patients, but the interaction 
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between exercise and some cytokines is not completely clear. 

Therefore, by considering the effect of Taxol on the treatment 

of cancer and importance of mentioned cytokines in increasing 

the function of body’s immune, performing studies that 

represent the impact of exercising specifically aerobic 

exercising on levels of interleukin-8 and PAI are substantial. 

Considering the physical activity as an intervener along with 

taking Taxol extract in order to improve the health condition of 

patients with cervical carcinoma and change in intensity and 

duration of exercise and nutrition status of subjects are among 

matters that can make this study different from other researches. 

In this study, the parallel effects of six weeks of aerobic 

exercising and consumption of Taxol on levels of interleukin 

and PAI in mice with cervical cancer have been studied. 

II. MATERIALS AND METHODS 

This research was an experimental study in which it was 

possible to control factors influencing results. In this study, 

ethics on working with laboratory animals such as food and 

water availability, proper maintenance condition, and, killing 

the mice were noticed. In this study, 40 rats were transferred 

from the Iranian Pasteur Institute at Karaj to the research center. 

After entering and two weeks of adaptation with new 

environment, animals were randomly divided into four groups 

of cancer-Taxol supplement (S), cancer-training (T), training 

(C), and cancer-Taxol supplement-training (ST). For the 

homogenization of subjects in terms of weight, they were first 

weighed and then categorized in cages with weighted 

differences of 20 ± 2. 

During familiarizing with new environment and treadmill 

and also protocol implementation period animals were kept in 

five-member groups in transparent polycarbonate 15×15×30 

cages produced by Razi Rad company. Ambient temperature 

with 22±4.1!" and lighting cycle with 12:12 darkness hours 

and 55±4 humidity. Rats are fed with pellets from livestock 

feed producing centers. Subjects of this study were fed with 

products of Behparvar livestock feed company. The mentioned 

amount of feed was put in the cages according to their weekly 

weighing. 

At the end of 6th week of running the research, in completely 

equal situations, 48 hours after the last training and injection (to 

eliminate the acute effects of exercise and supplementation) and 

after 10 to 12 hours of fasting, all animals were anointed and 

sacrificed with intraperitoneal injection of ketamine (60 mg/kg 

weight) and xylosin (5 mg/kg weight) with a ratio of 5 to 2. 

After splitting of the abdominal cavity, the liver tissue was 

carefully separated. After washing with distilled water and 

weighing, it was frozen at 70 °C. Liver factors levels were 

determined by ELISA with special kits. In this study, levels of 

interleukin-8 were measured in milligrams with gene kit 

produced by China Stabiofarm Company. Levels of PAI were 

measured in nanogram per milliliter by ELISA with China 

Stabiofarm Company kit. Taxol supplement taken from Blue 

pure extract of Yew tree skin was injected to peritonea about 60 

milligrams per 1 kilogram of mice body weight. The endurance 

training program was performed in 6 weeks and 5 sessions per 

week. In the first two weeks, training time was about 25 minutes 

at a speed of 14 meters per minute. In the second two weeks, 

the training was enhanced to 30 minutes at a speed of 16 meters 

per minute. Then, in the last two weeks (week 4 and 5) training 

was accomplished at a speed of 18 meters per minute in 30 

minutes. Considered training intensity was about 50-65% of the 

maximum consumed oxygen by mice. 

III. RESULTS 

Results of the ANOVA test showed that there is a significant 

difference between the mean values of the interleukin-8 

variable in the four groups (p ≤ 0.05). It also has been 

demonstrated with Tukey's follow-up test that meaningful level 

lower than 0.05 to compare “control” and “training-

supplement” groups represents significant differences between 

the two groups. That is, 6 weeks of aerobic training along with 

consuming Taxol has a significant effect on interleukin-8 levels 

in mice with cervical cancer. According to Fig. 1, using 

supplement plus performing the training led to a decrease in the 

levels of this variable. According to results, there is a significant 

difference between “control” and “training” groups because of 

a meaningful level lower than 0.05. That is, training without 

supplementation led to a decrease in the level of interleukin-8 

and a significant difference with the control group. There was 

not a significant difference between “training” and 

“supplement” groups. That is, taking supplemental Taxol alone 

or practicing alone has had a similar effect on a decrease in the 

level of interleukin 8. Difference between “training” and 

“training-supplement” was also not significant but there was a 

significant difference between “supplement” and “training-

supplement” groups. That is, supplementation of the Taxol plus 

training is more effective than supplementation alone, and the 

effect of the training alone in reducing the level of interleukin-

8 is similar to the effects of exercises with Taxol in reducing the 

level of this variable. But the most impact is still related to 

“training-supplement” group (Fig. 1). 
 

 

Fig. 1 Mean values of interleukine-8 in each subject groups (similar 

letters demonstrate lack of significant difference and different letters 

indicate significant difference) 

 

Results of the ANOVA test showed that there is a significant 

difference between the mean values of the PAI variable in the 

four groups (P < 0.05). Also, Tukey's follow-up test showed that 

a meaningful level lower than 0.05 for comparison of “control” 
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group with all other groups indicates a significant difference. 

That is, six weeks of aerobic training plus consuming Taxol has 

a significant effect on the level of PAI in mice with cervical 

cancer. According to Fig. 2, consuming supplementation plus 

training reduces the level of this variable. Comparison of other 

groups did not show any significant difference, i.e., the effect 

of using supplementation alone or training alone was almost the 

same with the effect of training along with the use of the extract 

on the decrease in the levels of PAI in mice with cervical 

cancer. But the most relevant effect was still related to the 

"training-supplementation" group (Fig. 2). 
 

 

Fig. 2 Mean values of PAI in each subject groups (similar letters 

demonstrate lack of significant difference and different letters 

indicate significant difference) 

IV. DISCUSSION 

Results of this study showed that using Taxol and endurance 

training significantly decreased interleukin-8 levels in mice 

with cervical cancer. So, “training-supplement” group showed 

the lowest level of interleukin-8 compared to other groups. The 

results of this study about the decrease of interleukin-8 after 

endurance training are consistent with the findings of some 

other studies [3], [12], [13], [18]. Kazemi et al. [3] showed that 

six weeks of endurance training reduced interleukin-8 levels in 

mice with breast cancer. Finding of his study, similar to 

findings of [12] and [13], showed that exercising plays a role in 

the expression of interleukin-8. Results of Murphy et al. also 

showed a reduction in interleukin-8 in mice with cancer, after 

20 weeks of aerobic training [19]. Indeed, it is possible that a 

decrease in some of the cytokines (especially IL-8) has an 

important consequence for cancer. Research has shown that 

chronic inflammation plays an important role in the growth, 

progression and survival of cancer [20]-[22]. It is believed that 

interleukin-8 is not only a factor in the activation of replication 

pathways in cancer cells, but also controls apoptotic pathways 

through interaction with nuclear factor kappa light-chain of 

activated B cells (NF-kB). That is because the reduction in 

expression of interleukin-8 in tumor cells can be a way for a 

decrease in growth and metastasis of these cells [23]. It seems 

that exercising can have a major role in decrease of tumor 

growth and in improving the cancer disease through enhancing 

regulation of anti-tumor factors and apoptotic pathway 

stimulating factors such as IFN-y, IL-2, and reduction in factors 

that are effective in angiogenesis and inflammation factors. In 

this study, results from the Taxol consuming group indicates a 

reduction in the interleukin-8 levels compared to cervical 

cancer group. Increase in usage of Taxol for basic researches 

and cancer chemotherapy requires an improvement in existing 

methods to produce this herbal product [24]. Results of this 

study demonstrated that six weeks of using Taxol reduced the 

interleukin-8 levels in experimental groups. Taxol is an anti-

tumor complex biochemical composition which is mainly 

extracted from Yew herbs. This anti-tumor drug has a different 

mechanism compared to other common anti-tumor drugs. 

Various studies showed that Taxol polymerizes Tubulin and 

prevents its depolymerization, therefore, mitosis replication 

cycle is stopped [25]. Taxol causes transcription to stop in the 

G2/M phase of mitosis with abnormal division duct formation 

and thereby, it causes the death of replicating cells [24]. 

However, the results of this study are not consistent with [26] 

after the treadmill training of submaximal and [27] after aerobic 

power combinations. Possible reasons for this discrepancy can 

include the differences in the exercise protocol, type of subjects, 

and duration of exercise, activity intensity, and stage of cancer 

progression. Also, the results of this study showed that six 

weeks of aerobic exercise along with Taxol consumption had a 

significant effect on the level of plasminogen-1 activator 

inhibitor in mice with cervical cancer. “Training-supplement” 

group showed the lowest level of PAI but there were not a 

significant difference between “training-supplement”, 

“training” and “supplement” groups. The results of this study 

are consistent with [28] which showed that physical activity 

reduces the PAI in the male body. The results of [14] and [29] 

on the effect of aerobic exercise on reducing the level of PAI 

are consistent with the present study. PAI-1 develops tumor 

growth, invasion, metastasis, and angiogenesis, and it seems 

that these processes take place in interaction with vitronectin, 

integrin, and other components of the plasminogen activation 

system and by affecting the extracellular matrix [30]. The 

incremental regulation of PAI-1 expression extends breast 

cancer to more aggressive stages, and this process is partially 

affected by angiogenesis [31]. Laboratory studies have shown 

that PAI-1 acts as a positive initiator for angiogenesis by 

promoting the migration of endothelial cells to fibronectin-rich 

tumor tissue and PAI-1 inhibitors prevent angiogenesis [32]. 

Study about PAI-1 deficient mice showed that angiogenesis 

was approximately 60% reduced compared to wild-type mice, 

while in mice with high expression of PAI-1, angiogenesis 

increased approximately threefold [33]. The results of studies 

have shown that Taxol in the presence of low picomolar 

concentrations inhibits angiogenesis by inhibiting the 

production of angiogenesis factors and preventing the protein 

expression of hypoxia-induced alpha-factor. The results of this 

study, consistent with previous studies [3], [11], [14], showed 

that Taxol reduces PAI-1 levels. Therefore, given the anti-

angiogenic properties that Taxol has shown, its anti-tumor 

properties are over pre-reinforced. In addition, high expression 

of PAI-1 has been found in many types of cancers. High levels 

of PAI-1 are also associated with poor prognosis in breast and 

other cancers [34]. Some quantitative studies have investigated 

the effect of sports activities on PAI-1 in non-cancer subjects. 
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Similarly, higher levels of PAI-1 have been observed in inactive 

women compared to active women [35]. However, the results 

of this study are in contradiction with [36], which showed that 

eight weeks of exhaustive activity in the training group caused 

a significant increase in this gene compared to the control 

group. This study also contradicts the results of [15], which 

showed that moderate-intensity regular exercises did not reduce 

the activity of this gene. Probably the reduction of the levels of 

the studied genes is related to regular muscle contraction and 

activation of fibrinolysis through exercising.Decreased 

inflammatory factors and decreased inflammation are probably 

due to a reduction in the release of cytokines in response to 

regular muscle contraction.  

Conclusion: results of this study demonstrated that 

consumption of Taxol and endurance exercises significantly 

reduced levels of interleukin-8 and PAIs in mice with cervical 

cancer. According to the downturned effect of exercises on 

these variables, this type of exercise can be used as a 

complementary therapeutic approach along with other 

treatments for cervical cancer.  
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