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    Abstract— The construction sector is considered a major 

consumer of materials that undergo processes of extraction, 

processing, transportation, and maintaining when used in buildings. 

Several metrics have been devised to capture the environmental 

impact of the materials consumed during construction using lifecycle 

thinking. Rarely has the materiality of this sector been explored 

qualitatively and systemically. This paper aims to explore socio-

cultural forces that drive the use of certain materials in the Jordanian 

construction industry, using practice theory as a heuristic method of 

analysis, more specifically Shove et al. three-element model. By 

conducting semi-structured interviews with architects, the results 

unravel contextually embedded routines when determining qualities 

of three materialities highlighted herein; stone, glass and spatial 

openness. The study highlights the inadequacy of only using 

efficiency as a quantitative metric of sustainable materials and argues 

for the need to link material consumption with socio-economic, 

cultural, and aesthetic driving forces. The operationalization of 

practice theory by tracing materials’ lifetimes as they integrate with 

competences and meanings captures dynamic engagements through 

the analyzed routines of actors in the construction practice. This 

study can offer policy makers better nuanced representation to green 

this sector beyond efficiency rhetoric and quantitative metrics.  

 

Keywords— architects’ practices, construction materials, Jordan, 

practice theory  
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Abstract—From an engineering point of view, pumice particles 

are problematic because of their crushability and compressibility due 

to their vesicular nature. Currently, information on the geotechnical 

characteristics of pumice sands is limited. While extensive empirical 

and laboratory tests can be implemented to characterize their 

behavior, these are generally time-consuming and expensive. These 

drawbacks have motivated attempts to study the effects of particle 

breakage of pumice sand through the Discrete Element Method 

(DEM). This method provides insights into the behavior of crushable 

granular material at both the micro- and macro-level. In this paper, 

the results of single particle crushing tests conducted in the laboratory 

are simulated using DEM through the open-source code YADE. This 

is done to better understand the parameters necessary to represent the 

pumice microstructure that governs its crushing features, and to 

examine how the resulting microstructure evolution affects a 

particle’s properties. The DEM particle model is then used to 

simulate the behavior of pumice sand during consolidated drained 

triaxial tests. The results indicate the importance of incorporating 

particle porosity and unique surface textures in the material 

characterization and show that interlocking between the crushed 

particles significantly influences the drained behavior of the pumice 

specimen. 

 

Keywords—Pumice sand, triaxial compression, simulation, 

particle breakage. 
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Abstract— Heterobimetallic systems have been precedented in a 

wide array of bioinorganic and heterogeneous catalytic settings, in 

which cooperative bond-breaking and bond-forming events mediated 

by neighboring metal sites have been proposed but are challenging to 

study and characterize. Heterodinuclear transition-metal catalysis has 

recently emerged as a promising strategy to tackle challenging 

chemical transformations, including C−C and C−X couplings as well 

as small molecule activation. It has been shown that these reactions 

can traverse nontraditional mechanisms, reactivities, and selectivities 

when homo- and heterobimetallic systems are employed. Moreover, 

stoichiometric studies of transmetallation from gold complexes have 

demonstrated that R transfer from PPh3–Au(I)R to Cp- and Cp*-

ligated group 8/9 complexes is a viable elementary step. With these 

considerations in mind, we hypothesized that heterobimetallic Au–M 

complexes could serve as a viable and tunable catalyst platform to 

explore mechanism and reactivity. In this work, heterobimetallic 

complexes containing Au(I) centers tethered to Ir(III) and Rh(III) 

piano stool moieties were synthesized and characterized. Preliminary 

application of these complexes to a catalytic allylic arylation reaction 

demonstrates bimetallic cooperativity relative to their monomeric 

metal components. 

 

 

Keywords—Bimetallic catalysis, gold(I), rhodium catalysis 

 
Caroline A. Rouget-Virbel is with the Department of Chemistry, UC 

Berkeley, Berkeley, CA 94720 USA (phone: 609-356-8641; e-mail: 
caroline_rouget@berkeley.edu).  

F. Dean Toste is with the Department of Chemistry, UC Berkeley, 

Berkeley, CA 94720 USA (e-mail: fdtoste@berkeley.edu).  
 

Caroline A. Rouget-Virbel, F. Dean Toste 

Gold–M Heterobimetallic Complexes:  

Synthesis and Initial Reactivity Studies 

3



Conference Proceedings, Stockholm Sweden July 12-13, 2022

Simulation of complex-shaped particle breakage

using the Discrete Element Method
Felix Platzer, Eric Fimbinger

Abstract—In Discrete Element Method (DEM) simulations, the
breakage behavior of particles can be simulated based on different
principles. In the case of large, complex-shaped particles that show
various breakage patterns depending on the scenario leading to the
failure and often only break locally instead of fracturing completely,
some of these principles do not lead to realistic results. The reason
for this is that in said cases, the methods in question, such as the
Particle Replacement Method (PRM) or Voronoi Fracture, replace the
initial particle (that is intended to break) into several sub-particles
when certain breakage criteria are reached, such as exceeding the
fracture energy. That is why those methods are commonly used
for the simulation of materials that fracture completely instead of
breaking locally. That being the case, when simulating local failure, it
is advisable to pre-build the initial particle from sub-particles that are
bonded together. The dimensions of these sub-particles consequently
define the minimum size of the fracture results. This structure of
bonded sub-particles enables the initial particle to break at the
location of the highest local loads – due to the failure of the bonds
in those areas – with several sub-particle clusters being the result
of the fracture, which can again also break locally. In this project,
different methods for the generation and calibration of complex-
shaped particle conglomerates using bonded particle modeling (BPM)
to enable the ability to depict more realistic fracture behavior were
evaluated based on the example of filter cake. The method that proved
suitable for this purpose and which furthermore allows efficient and
realistic simulation of breakage behavior of complex-shaped particles
applicable to industrial-sized simulations is presented in this paper.

Keywords—Bonded particle model (BPM), DEM, filter cake,
Particle breakage, Particle fracture.

I. INTRODUCTION

D
URING many industrial processes, the particles of bulk

solids with various material properties and shapes are

broken down into smaller fragments, which can further break

again. In many cases, this breakage is undesirable, such as the

degradation of sinter during conveyance of this bulk material

to the blast furnace since too fine-grained particles impede

a sufficient gas flow in the furnace [1], when exceeding

the maximum load-bearing capacity of building materials,

such as concrete, in the construction industry [2] [3], or the

damage of supporting rock structures in mining engineering

[4] [5]. However, there are also many areas in which material

breakage is desired, such as relating to crushing, grinding or

drilling rock in the areas of mining engineering and mineral

processing [4] [6] [7], handling cemented sands or heavily

F. Platzer is with Chair of Mining Engineering and Mineral Economics-
Conveying Technology and Design Methods,Montanuniversität Leoben (Uni-
versity of Leoben), FranzJosef-Strasse 18, 8700 Leoben, Austria, e-mail:
felix.platzer@unileoben.ac.at

E. Fimbinger is with Chair of Chair of Mineral Processing, Montanuni-
versität Leoben (University of Leoben), FranzJosef-Strasse 18, 8700 Leoben,
Austria, e-mail: eric.fimbinger@unileoben.ac.at

Manuscript received June 3, 2022

overconsolidated soils [8], or the cutting and threshing of

agriculture products during harvesting [9] [10], only to name

a few.

Irrespective of whether the material failure is desired or not,

using a well-calibrated and for the process that is intended to

be depicted suitable numerical simulation, the breakage of a

particle can be replicated very accurately in a simulation envi-

ronment. This is particularly suitable for optimizing processes

in a very time- and cost-efficient manner.

The project on which this paper is based investigates the

fracture behavior of filter cakes [11], generated from a fil-

ter press in the shape of a relatively flat plate, during the

conveying process using conveyor belts and a chute system.

During the material transfer, the complex-shaped cake plates

break abruptly and locally, which is to be simulated by means

of a numerical simulation method (specifically the Discrete

Element Method (DEM), correspondingly, as a particle-based

system is present). Due to the rather low moisture content

of the filter cake, this material setup exhibits brittle material

failure after a relatively small initial elastic deformation. The

goal of this paper is to depict the macroscopic breakage

behavior of sample plates made of this type of filter cake

material in a sufficient way, providing a way to numerically

predict if and where such filter cake plates fracture in process-

like situations. It is furthermore said that this approach is

thus not intended to replicate the exact microscopic crack

propagation in a single sample, as the focus is set on depict-

ing effects from a bulk-oriented perspective. To depict filter

cake breakage, the Discrete Element Method (DEM) [12],

also called Distinct Element Method [13], is ideal since in

many other methods the simulated material is considered as

a homogeneous continuum, whereas in DEM it is represented

as discrete and inhomogeneous [14], which is required for the

case in question. In DEM software, the change of motion and

position of particles between discrete timesteps is computed

based on the forces and torques acting on said particles using

the laws of motion. These forces can be divided into general

forces (FGeneral), forces due to gravity or force fields, and

contact forces (FContact) resulting from interactions of a

particle with other particles or system components.

FParticle = FContact + FGeneral (1)

Furthermore, the contact force is divided into master contact

force FMaster and slave force FSlave, which will be superim-

posed by means of superposition.

FContact = FMaster + FSlave (2)
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The master contact force corresponds to the sum of forces

resulting from the basic contact model, or master contact

model, in the normal and tangential direction of particles in

contact (cf. [15]). Additionally added slave contact models

can be added to represent various physical phenomena, such

as cohesion acting between moist particles, or in this case: a

physical connection of particles making up a continuum.

In this paper, the DEM-based Multiphysics simulation soft-

ware ThreeParticle/CAE by BECKER3D [16] was used for

simulation.

II. BONDED PARTICLE MODEL

Of the various methods that can be used in DEM to

represent particle breakage, the Bonded Particle Model (BPM)

[8] [14] [17] is ideally suited to represent local material failure

under preceding deformation. In this method, two discrete

particles are joined together with a virtual connection called

a bond, also known as a joint or bonding. This element has

neither mass nor volume but exerts loads (forces/torques) on

the two particles joined by a bond as they deviate from their

original relative positions. If several sub-particles are bonded

together to form a cluster, any complex particle shape, from

this point on called the parent particle, can be represented

as such a bonded particle network. A bond connection in its

initial state and under deformation is depicted in Figure 1.

In Three Particle, bonds are implemented as a slave contact

model and can transmit tensile, compressive, and shear forces,

as well as torque and bending moments. The forces are

calculated in a local bond coordinate system with the x-axis

corresponding to the bond axis, as seen in Figure 1. For this

reason, all quantities required for the calculation of the bond

forces and moments, such as the strain Γ, the curvature of the

bonds κ, the translational as well as relative rotational velocity

v12 resp. Ωrel, are expressed in local bond coordinates.

The reaction forces Fs,ax are calculated from the Youngs

Modulus Eb, the cross-section Ab, the shear coefficient αs, and

the shear modulus of the bond Gb, according to Equation 3.

Fs,ax =





EbAb

αsGb Ab

αsGb Ab



Γ (3)

The viscous damping force Fd is then

Fd = d v12 (4)

with the damping coefficient d. The torque acting between

the bonded particles Tb,t is calculated from

Tb,t =





2Gb Jb

EbJb

EbJb



κ (5)

where Jb corresponds to the second moment of inertia of

the beam cross-section. The damping torque Td corresponds

to

Td =











√

2Gb Jb

l0
Ir

√

EbJb

l0
Ir

√

EbJb

l0
Ir











Ωrel (6)

with the initial bond length l0 and the reduced moment of

inertia Ir, which is calculated from the individual moments of

inertia of the particles connected with the bond according to

Ir =
I1I2

I1 + I2
(7)

For the calculation of all above-mentioned quantities, a

circular bond cross-section is assumed. According to the beam

theory, the stresses can be calculated on the basis of the strain

and curvature of the bond element

σs,ax =





Eb

Gb

Gb



Γ (8)

σt,b =





Gb

Eb

Eb



κrb (9)

where rb corresponds to the radius of the bond.

The equivalent stress is calculated using the von Mises yield

criterion (cf. Equation 10). It should be noted that due to

the material being much more sensitive to tensile stress, the

Fig. 1: Bond element connecting two particles in its initial state (left) and in the loaded state (right) [18]
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normal stress component is only considered under tension and

not under compression.

σv =

√

σaxial
2 + 3τ shear

2 (10)

When a critical equivalent stress σv,krit is reached, the bond

is deleted, and the bonded particles experience no additional

reaction forces based on this slave contact model henceforth.

Due to the forces and moments being expressed in a local

bond coordinate system, a final transformation into global

coordinates is required.

III. SAMPLE GENERATION

The sub-particles are modeled as spheres, which allows

a combination of suitable simulation results with a compu-

tationally efficient simulation, and also a fast generation of

the complex-shaped parent particles. The generation process

follows a simple scheme: A three-dimensional volume is

filled with sub-particles, which are then bonded together. This

procedure can easily be simulated in a DEM software, if

the required shapes of the parent particles are simple, as do

the calibration samples in this paper as well as the filter

cake plates generated for future simulations. Although this

method of generating breakable parent particles may appear

to be the easiest at first glance, it quickly reaches its limits

if more complex geometries are required. Furthermore, the

computational effort for simulating the filling process increases

exponentially with increasing particle number, as usual for

DEM simulations.

Another generation method, which requires a one-time

preparation effort, is the use of a filling algorithm, of which

several already exist, both for arbitrarily shaped sub-particles

[19] as well as for spherical ones. In this project, a filling

algorithm was implemented in which three adjacent spherical

sub-particles are initially placed in a seed within an arbitrary

geometry given by a triangulated surface mesh, following the

placement of additional sub-particles as close as possible to

the already generated particles following a desired particle size

distribution (PSD) [20]. As a result, the volume of the parent

particle is filled with adjacent particles starting from the seed

until the to be added sub-particles collide with the surface

mesh, as can be exemplarily seen in in Figure 2. During the

filling process, each newly placed particle is directly bonded to

its immediate neighbor resulting in a bonding network shown

in Figure 2e. The generated parent-particle consists of 41,788

sub-particles and 235 220 bonds.

Depending on the material, care must be taken not to

introduce any preferred crack paths [21] into the parent particle

during generation, which can be easily controlled when using a

filling algorithm. In addition to a much shorter generation time

of the parent particle by means of a filling algorithm, compared

with the simulation of the filling process, an algorithm is also

characterized by the fact that the computation time increases

significantly slower with increasing particle number.

IV. CALIBRATION TEST

To obtain results from the simulation of a process in a

suitable form, meaning the depiction of the correct macro-

Fig. 2: Visualization of the sample generation using a filling

algorithm starting with a seed within the desired geometry

specified by an STL file (a), the filling process (b-d) and the

finished parent particle within the DEM software including a

closeup of the bonds connecting the sub-particles (e)
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scopic behaviour,the simulation micro parameters must be

sufficiently calibrated. For this purpose, suitable calibration

tests, i.e. reflecting the loads prevailing in the final process,

must be selected. The calibration of typical simulation param-

eters, such as particle density or friction coefficients between

particles, is not further discussed in this paper, since values

in these contexts can be determined with commonly-known,

standardized tests, such as an angle of repose test (cf. [22]).

For the calibration of rock and rock-like materials, whereby

rock-like materials are understood to be materials that ex-

hibit the same failure criteria as rock and, above all, brittle

material behavior [23], numerous standardized tests already

exist. These tests are used to determine characteristic material

parameters, such as tensile or compressive strength. Due to

the tensile strength of the filter cake being significantly lower

than the compressive strength, as is common for rock-like

materials, and the parent particles being initialized in thin

plates in the final simulation, resulting the parent particle to

most likely fail due to bending, i.e. due to tensile stress in the

edge fiber, standardized tests that measure tensile strength are

chosen to calibrate the bond parameters. Thus, the four-point

bending flexural test is considered since it is not only used

to measure tensile strength but also leads to material failure

due to bending. The three-point bending flexural test is not

considered in detail due to its dependence of the results on

the specimen shape [24].

The procedure of the four-point bending flexural test, as well

as the sample dimensions, are specified in various international

standards for testing rock or cement -based products (e.g.

EN 13161, ASTM C880-89). Since, in this application, the

height of the specimen is specified by the filter press, a

slightly modified sample geometry and position of the force

application are selected. In the laboratory test, the sample is

loaded with a force F divided between two loading points, as

can be seen in Figure 3a, to subject the specimen to a constant

bending moment and no shear forces between those points.

The force F is increased continuously to ensure a constant

deformation rate v of 0.0002 m/s until the material failure

occurs under the maximum force Fmax at a deformation of

ws,max depicted in Figure 3b, while measuring the applied

forces as well as the deformation.

The length LS of the test sample was set at 180 mm, the

width bS at 30 mm, the sample thickness hS given by the filter

press is 35 mm and the distance between the loading points

dS at 80 mm. The resulting mean µ of the measured values

as well as the standard deviation σ of several tests are shown

in Figure 4.

Fig. 4: Mean and standard deviation of the measured force

over the displacement

Fig. 3: Schematics of the four-point bending flexural test, showing the beginning of the experiment (a) and the breaking of

the test sample (b)
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To calibrate the parameters of the bonds, the laboratory test

is replicated in the simulation environment with the parent -

particle being deformed at the same rate until failure occurs.

A comparison of the laboratory test with the simulation results

is shown in Figure 5, where in this case, the broken bonds are

highlighted instead of deleted to better visualize the fracture

of the simulated test sample.

Subsequently, the deformation path of the simulated sample

as well as the required force are compared with the values

measured in the laboratory tests, see Figure 6.

When comparing the results of the laboratory tests and the

simulation, it can be seen that the failure occurs at the same

force and deformation. Due to averaging several laboratory

tests, the curves deviate from each other. However, since these

local deviations are marginal and the material limit state is

depicted accurately this is considered negligible.

V. SIMULATION PARAMETERS

To ensure an efficient calibration of the simulation model,

the parameters with the most significant influence on the

simulation results are determined. These parameters are both

general simulation parameters, such as the timestep and

Fig. 5: Visual comparison of the material failure in the calibration test (LAB) and the simulation (DEM) under the maximum

force Fmax. Closeup of test sample (a) and crack propagation (b and c), as well as closeup of the simulated parent-pacticle

with the sub-particles visible at first (d), then depicting a cross-section with only the bonds visualized (e) and finally the

crack propagation (f and g) with the broken bonds highlighted.

Fig. 6: Comparison of the measured data from the laboratory tests (LAB) and the simulation environment (DEM)
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particle size, as well as model-specific micro-parameters.

1) Timestep: The timestep (∆t) has a great influence on a

DEM simulation since its size affects the computational effi-

ciency as well as the stability and accuracy of the simulation.

For this reason, it should be chosen as large as possible but

not to exceed a critical value at which the simulation tends to

become unstable. Influenced by several different simulation

parameters, this critical value also depends on the type of

interaction.

For particle-particle interactions or particle interacting with

system components, about 20% of the Rayleigh timestep

tRayleigh [25] is usually used to determine a suitable timestep,

which corresponds to

tRayleigh =
π R

√

ρ
G

0.1631 υ + 0.8766
(11)

with the particle Radius R, density ρ, shear modulus G and

Poisson’s ratio υ, all being constant for all particles except

the Radius, resulting in the critical timestep being that of the

smallest particle Radius.

For bonded structures the critical value is calculated from

the critical vibration frequency of the particles connected with

massless bonds [26], following

tBond,crit. = 0.17

√

m

K
(12)

in three-dimensional space, with the particle mass m and

bond stiffness K. This value is determined for the smallest,

and therefore the lightest, particles bonded together with the

highest bond stiffness. The timestep used in the simulation

is the smallest critical timestep calculated from bonded and

non-bonded contacts.

∆t = min(tRayleigh; tBond,crit.) (13)

2) Bond Stiffness: The stiffness of the bonds corresponds to

the macroscopic Youngs Modulus, which can be measured by

means of local instrumentation during the calibration tests. In

this case, the material’s Youngs Modulus E is calculated from

the beam deformation ws at a loading point under a load F

according to the elastic beam theory

ws =
F

48 E I
(LS − dS)

2
(LS + 2 dS) (14)

with the second moment of area I of the sample cross-

section. By transforming this equation and applying the av-

erage values resulting from the experiments performed (the

values for deformation and force at which material failure

occurs, ws,max and Fmax), the macroscopic Young’s modulus

is calculated, resulting in 13.2 MPa.

It is most convenient to initially deactivate the ability of

the bonds to break when calibrating the bond’s stiffness.

The lower the stiffness of the bonds, the less force must be

applied to deform the parent-particle to achieve the desired

state of deformation. If a lower force at the deformation at

which the fracture occurs in the laboratory test is measured in

the simulation with the bond stiffness set as the macroscopic

Youngs Modulus, the stiffness is continuously increased

until the exact laboratory values are reproduced, respectively

decreased if a higher force is measured.

3) Critical stress: In order to reproduce the results of

the laboratory tests, Tthe maximum bond tensile stress at

the desired fracture point is evaluated from the calibration

simulation, which is then checked, and fine-tuned, if necessary,

in subsequent simulations. In addition to this, the results can

be checked for plausibility by calculating the tensile stress due

to the bending moment according to Equation 15.

σb =
3F (LS − dS)

2 bShS
2

(15)

4) Sub-particle size: Although the size of the sub-particles

is not considered a classic simulation parameter, it has a con-

siderable influence on the results of the calibration simulation.

That is why the relation between the smallest distance within

the sample geometry L to the average sub- particle diameter

d must be taken into account when establishing the PSD used

in the simulation. When testing the compressive strength of

Rock the American Society for Testing and Materials (ASTM)

recommends a ratio of L to the maximum grain size dmax

of 10, while the International Society for Rock Mechanics

(ISRM) suggests this ratio to be at least 20. When applied to

DEM modeling, a ratio of L/d of 25 is recommended to keep

the coefficient of variation of most model parameters under

2% [28].

VI. CONCLUSION

Complex-shaped particles capable of breaking are encoun-

tered in a wide range of technical processes, which are conse-

quently often to be analyzed via numerical simulations using

Property Describtion Value

ρ Particle density 3 720 [kg/m³]
G Particle Shear modulus (reduced, as typicall; cf [27]) 10 [MPa]
µ Particle interaction friction coefficient 0.67 [-]
dmin Minimum Particle diameter 0.7 [mm]
dmax/ dmin Ratio of maximum to minimum particle diameter 1.43 [-]
L/d Ratio of characteristic length of the parent particle to median particle diameter 35 [-]
Eb Bond Youngs Modulus 12.8 [MPa]
σv,krit Critical equivalent bond stress 0.24 [MPa]

TABLE I: Summary oft the DEM simulation parameter
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the DEM. In this paper, a computationally-efficient filling

algorithm was used to generate arbitrarily shaped parent-

particles composed of sub-particles, which are furthermore

connected with deformable beams, termed bonds. An efficient

way to choose the general simulation parameters as well as

to calibrate the Bonded Particle Model parameters was shown

by means of a four-point bending flexural test. This allows an

easy way of generating, calibrating, and consequently simu-

lating complex-shaped, deformable, and furthermore breakable

bodies representing a brittle, rock-like material behavior in an

efficient and suitable form to depict relatively large amounts of

bulk media containing such complex types of DEM particles.

VII. OUTLOOK

In order to simulate industrial-sized processes with several

differently shaped parent-particles, further aspects have to

be taken into consideration. Besides maintaining a realistic

mass and volume flow during the breakage process, the

optimization in regard to computational efficiency, as well

as the consideration of the dynamic behavior of the parent-

particles, the possibility to automatically detect different sub-

particle clusters resulting from the breakage of bonded particle

structures is of great interest.
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Abstract 

The discrete element method is a powerful technique for numerical modeling the flow of granular 

materials such as direct reduced iron. It would enable us to study processes and equipment related 

to the production and handling of the material. However, the characteristics and properties of the 

granules have to be adjusted precisely to achieve reliable results in a DEM simulation. The main 

properties for DEM simulation are size distribution, density, Young's modulus, Poisson's ratio and 

the contact coefficients of restitution, rolling friction and sliding friction. In the present paper, the 

mentioned properties are determined for DEM simulation of DRI pellets. A reliable DEM 

simulation would contribute to optimizing the handling system of DRIs in an iron-making plant. 

Among the mentioned properties, Young's modulus is the most important parameter, which is 

usually hard to get for particulate solids. Here, an especial method is utilized to precisely determine 

this parameter for DRI. 

 

Keywords: Direct reduced iron; Discrete element method; Young’s modulus; Contact parameters 

 

1. Introduction 

 

Today, direct reduction (DR) process can be considered as a well-developed iron-making route in 

the world [1]. The increasing need for direct reduced iron (DRI) in the steel production industries 

which use electric arc furnaces, made it as an important product in the world. The total global 

production of DRI in 2018 has been more than 100 million tones [2]. 

DRIs vulnerability to successive collisions and fine generation is the Achilles Heel of such 

companies. During DR process, transportation and buffer storage, DRI pellets are subjected to 

successive pellet-pellet and pellet-wall collisions. Depending on the impact conditions (i.e. angle, 

velocity and force) and the pellets characteristics, various kinds of mechanical damages (attrition, 

fragmentation or abrasion) may occur to the pellets [3-5]. 

 Therefore, the industries have been trying to improve mechanical strength of iron ore pellets (IOP) 

to reduce DRI pellets damages; IOPs are the primary material of DRIs. Several researchers have 

studied on the breakage and abrasive wear of IOPs [4-6]; however, less has been done on DRIs 

damages. 

The most important work in this relation was done by Boechat et al. recently [7]. They studied the 

effect of DR process on the mechanical characteristics of IOP in order to estimate their extent of 
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damages inside DR furnace. They used the model of Boechat et al. [8] to estimate the amount of 

DRI’s mass loss during collisions. The mentioned model determine the extent of surface damage 

of DRIs and IOPs based on the reference collision energy and mass-specific energy. 

Application of the numerical, analytical and experimental methods to analysis DRIs abrasive 

damage, would result in improvement of transportation and storage systems in the iron making 

plans. Such improvements would decrease DRIs mass loss and fine generation during DRIs 

handling from DR plant to electric arc furnaces. 

From the analytical or experimental analyses, some predictive models for DRIs damages are 

obtainable. Such models estimate the extent of damage as a function of material characteristics 

(hardness, fracture toughness, mass specific energy and etc.) and collisions parameters (energy, 

force and velocity). The collisions parameters are obtained by simulation approaches such as 

discrete element method (DEM). 

DEM is one of the most powerful methods for simulation of granular materials such as IOP and 

DRI. It is capable of accurately calculating the parameters of particle-particle and particle-wall 

collisions. However, the accuracy of DEM results depends directly on the precision of the material 

parameters which are set as the input variables of DEM simulation. 

Barrios et al. [9] determined mechanical and contact parameters of IOPs using single-particle tests 

to ensure reliable DEM simulation of this granular material. 

Here, the mechanical and contact parameters of DRI pellets produced in Mobarakeh steel company 

(MSC) are determined using specific methods to provide accurate and reliable DEM simulation of 

this granular material. 

 

2. Material 

A 20 kg sample of DRI pellets was selected from transfer line of MSC (after screen) for the 

following tests. The chemical compositions, density, porosity (according to ASTM C20) and 

crushing strength (according to …, using RB 1000) of the selected DRIs which are routine tests of 

the laboratory are shown in Table 1. Among the mentioned properties density is necessary for 

DEM simulation and the rest are reported just to specify the quality and conditions of the tested 

DRIs in this study. 

 

Table 1. Chemical, physical and mechanical properties of the tested DRIs. 

Property Value 

 

Chemical (%) 

Total iron 87.39 

Degree of metallization 93.74 

Metallic iron 82.01 

Porosity (%) 45.5 

Crushing 

strength (kg) 

Mean value 137.4 

Standard deviation 50.45 

Min / Max 63 / 230 
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3. Methods 

 

3.1. Size distribution 

Size distribution of sampled DRIs is identified based on ASTM E11. The DRIs were sampled after 

screen, therefore they are in the range of 9 to 16 mm. 

Size distribution in DEM simulation should be set based on the mean values of the intervals. 

Considering low strength of DRIs, their size distribution is changed during transportation. Thus, 

the DRIs size distribution should be determined in every project specifically. 

 

3.2. Poisson's ratio 

A brief review of Hertz-Mindlin’s contact force shows that the value of Young’s modulus has a 

considerable effect on the magnitude of calculated forces. But Poisson’s ratio does not have a 

significant effect on the contact forces. 

Bruno et al. considered Poisson’s ratio of particulate solids is independent of porosity and is equal 

to that of the solid domain [10]. Given that, more than 90 percent of chemical composition of DRI 

is pure iron, its Poisson’s ratio is estimated to be in the range of 0.21 to 0.3, based on Poisson’s 

ratio of different types of iron. 

Considering arbitrary values for Young’s modulus, mass, radius and coefficient of restitution for 

DRIs, the change of Poison’s ratio from 0.21 to 0.3 results in about 5 percent variation in calculated 

forces. 

 

3.3. Young's modulus 

Gustafsson et al. [11] used Bruno et al. [10] method for calculation of Young’s modulus for iron 

ore pellet, but considering the ultra-porous structure of DRI, his equation is not usable for DRI. 

Tavares and King [12] introduced a specific set-up using ultrafast load cell to measure particle 

stiffness during breakage. Young’s and shear modules of particulate solids are calculated based on 

the particle stiffness. However, DRI pellets do not exhibit similar behavior in failure due to the 

ultra-porous and brittle structure. Noting that, the value of Young’s modulus is desired for DEM 

simulation of DRIs, it should be determined as an elastic constant value without occurrence of 

breakage. 

Here, a simple method based on the contact duration in a collision is used to obtain Young’s 

modulus of DRI. The method achieves Young’s modulus through elastic collision of spheres 

without occurrence of breakage. The results show very good repeatability and acceptable accuracy 

of the presented method. 

For colliding spheres, Patricio [13] defined collision duration as the time in which deformation 

goes from 0 to the maximum value and back to 0 again. He calculated the mentioned time as Eq. 

1, based on Hertz contact theory. 

 

�� = 3.21 � 	

�
��

�/�
       (1) 

Where v is relative velocity and µ, r and e are reduced mass, reduced radius and reduced elastic 

constant, respectively, and are obtained using Eqs. (2) to (4) in terms of mass (m), radius (R), 

Poisson’s ratio (σ) and Young’s modulus (E) of the spheres 1 and 2. 
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Obviously, for given parameters of mass, radius, Poisson’s ratio and Young’s modulus, Eq. 1 is a 

function of collision duration in terms of collision velocity. 

Minamoto and Kawamura [14] obtained contact duration of colliding spheres based on the pulse 

produced by the closing of an electric circuit as shown in Fig. 1.  

 

 

Fig. 1. Pendulum impact setup of Minamoto and Kawamura [14] 

 

Based on the experimental results, they achieved an approximation expression in the form of Eq. 

5 for SUJ2 steel. 

�� = � !"        (5) 

Where Vi is collision velocity and A and B are obtained using regression technique. 

Considering electrical conductivity of DRI, the experimental method of Minamoto and Kawamura 

is applicable for DRI. Thus, their experimental approach was conducted to obtain the coefficients 

A and B for collision of a steel ball to DRI pellets. The characteristics of the steel ball are presented 

in Table 1. 

 

Table 1. Characteristics of the steel ball. 

Mass (g) Radius (mm) Poisson’s ratio Young’s modulus (GPa) 

8.5 6.3 0.3 208 

 

An ultra-thin copper wire was precisely soldered to the steel ball and three DRI pellets and the 

collision duration was measured using a specific microcontroller. In order to calibrate the set-up, 

time duration for collision of two steel balls (characterized in Table 1) was measured in different 
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collision velocities. The time duration for steel balls collisions were also theoretically obtained 

using Eq. 1. Considering the theoretical values as reference, a correction factor was obtained for 

the experiment.  

For the main experiments, a DRI pellet of specified weight was initially in rest and the steel ball 

was released from a specified pendulum angle, θ0. Before each test, the radius of DRI pellet in the 

contact point was measured using radius gauge. The experiment was repeated with five specified 

values of θ0 to test five collision velocities of 0.5, 0.7, 1, 1.5 and 2 m/s for each DRI. Each collision 

test was repeated several times to find five perfectly normal collisions and the mean value of 

collision duration of the five collisions was considered. 

 

3.4. Coefficient of restitution.  

Minamoto and Kawamura [14] utilized the described pendulum impact setup in section 3.1, and 

the equations 6 to 9 in order to measure the coefficient of restitution of steel spheres. They 

measured the maximum angles of the each pendulum after impact (θ1, θ2) from the video taken 

by a digital camera. 
 

  (9) 

Where, Vi, V1 and V2 indicate the initial impact speed, post-impact speed of the impacting sphere, 

post-impact speed of the target sphere, respectively. 

Here, the same setup was used for collisions of DRI pellets to each other and to the steel ball. The 

maximum angles θ1 and θ2 were measures based on the videos captured by digital camera in 200 

frames per second. The experiment was repeated with ten DRI pellets at different collision 

velocities from 0.5 to 5 m/s. 

 

3.5. Coefficient of rolling friction 

 

In DEM simulation of the granular materials with irregular sphere shape there is always the 

problem of shape mismatch. Researchers used to solve this problem in two ways: 

• multi-sphere approximation of the granules, 

• adjustment of the coefficient of rolling friction. 

Barrios et al. [9] studied both solutions for IOPs on the basis of rolling angle of single IOPs on a 

flat surface. They considered two shape parameters of aspect ratio and sphericity to characterize 

the shape of IOPs. They validated the results based on the slump experiment (angle of repose) and 

a specific tumbler test. They predicted the coefficient of rolling friction for both spherical and 

overlapping models. Their overlapping sphere model which was simulated in EDEM is shown in 

Fig. 5. 
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Fig. 5. Overlapping sphere model of Barrios et al. […] 

 

Due to the exact similarity of the shape of DRIs to IOPs, the results provided by Barrios et al. for 

IOPs seem to be applicable for DRIs. In present work, the parameter of aspect ratio of 30 DRI 

pellets is measured to compare to that of IOPs (reported by Barrios et al.). 

 

3.6. Coefficient of sliding friction 

 

Madadi-Najafabadi et al. [6] introduced an innovative approach for measuring coefficient of 

sliding friction of IOP. They used a lath machine equipped with a dynamometer and two pellet 

holding devices as shown in Fig. 6 to measure normal and tangential components of contact force 

in a tangential collision of two IOPs. They determined the coefficient of sliding friction by dividing 

the tangential component by the normal component. 

 

 

Fig. 6. The test setup introduced by Madadi et al. for measurement of the coefficient of sliding 

friction of granular materials [6]. 

Here, the same method is utilized to obtain coefficient of sliding friction in DRI- DRI and DRI-

steel contacts. The experiment was repeated for ten DRI couples in collision velocities of 2, 3.5 

and 5 m/s. 

 

4. Results 
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4.1. Size distribution 

Size distribution of the sampled DRIs is shown in Table 2. The mean value and percentage of each 

interval is specified for DEM simulation. To increase reliability of DEM simulation, it is 

recommended to use more sieves and segregate DRIs to more size batches. 

 

Table 2. Size distribution of sampled DRIs 

 

4.2. Young’s modulus 

For three tested DRIs mentioned in section 2.3, the experimental results, fitted curve and obtained 

coefficients (A and B) are calculated using regression technique and are presented in Figs. 2 to 4. 

 

Fig. 2. Experimental results, fitted curve and the values of A and B for DRI1. 
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Fig. 3. Experimental results, fitted curve and the values of A and B for DRI2. 

 

 

Fig. 4. Experimental results, fitted curve and the values of A and B for DRI3. 

 

The power coefficients (B) are close to -0.2, which shows very good agreement with Eq. 1. The 

coefficient A of the obtained functions are also close. Averaging A values and considering B = -

0.2, a final function for contact duration of collision of the steel ball and the DRIs is acquired as 

Tc = 63.86 × 10-6 Vi
-0.2 in second. 
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Considering A = 63.86 × 10-6, from the Eqs. 1 and 5, reduced elastic constant (e) of tested DRIs 

are calculated. Mass, radius (in contact point) and obtained values of reduced elastic constant of 

tested DRIs are presented in Table 2. 

 

Table 2. Obtained values of e for the tested DRI pellets. 

DRI Mass (g) Radius (mm) e (GPa) 

1 4.1 6.5 27.29 

2 4.5 7 26.36 

3 4.6 7 28.93 

 

From the results, an average of e = 27.53 GPa is obtained for the tested DRIs. Therefore, 

considering e = 27.53 GPa and 0.21 < νDRI < 0.3, using Eq. 4, Young’s modulus of the tested DRI 

pellets is calculated to be 20.65 < E < 21.7 GPa. Finally, the mean value of 21.175 GPa is estimated 

as Young’s modulus of tested DRI pellets. 

 

4.3. Contact parameters 

 

The obtained values for coefficients of restitution and sliding friction of DRI-DRI and DRI-steel 

contacts, are presented in Table 3. 

 

Table 3. coefficients of restitution and sliding friction of DRI-DRI and DRI-steel contacts 
Parameters DRI-DRI DRI-steel 

Coefficient of sliding friction 0.45 0.46 

Coefficient of restitution 0.51 0.43 

 

Table 4 presents the aspect ratio of tested DRIs in present study and IOPs reported by Barrios et 

al. 

 

Table 3. Mean value and standard deviation of aspect ratio of tested DRIs (present study) and 

IOPs (reported by Barrios et al. [9]) and the estimated values of coefficient of rolling friction of 

IOPs by Barrios et al. 
 

IOP 

Measurement 0.9 (0.055)a 

Model (overlapping) 0.876 (0.056)a 

Model (sphere) 1.00a 

DRI Measurement 0.96 (0.042) 

a  Barrios et al. [9]   
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Clearly, the obtained mean value for aspect ratio of DRIs is very close to that of the value measured 

by Barrios et al. for IOPs. Therefore, the values of coefficient of rolling friction in contact of IOPs 

to each other and to steel, estimated by Barrios et al., are applicable for DEM simulation of DRIs. 

The mentioned values are presented in Table 4. 

 

Table 4. Coefficient of rolling friction for IOP-IOP and IOP-steel contact, estimated by Barrios 

et al. from single pellet calibration tests and simulations [9]. 
 

Model 

Contact type 

Pellet - pellet Pellet – steel 

Overlapping spheres 0.02 0.01 

Sphere 0.21 0.25 

 

5. Conclusion 

Reliability of DEM simulation of a granular material depends strongly to the accuracy and 

precision of the parameters and characteristics which are set in DEM simulation. There are 

different techniques to estimate the mentioned parameters each have their own advantages and 

disadvantages. 

Here, the main parameters and characteristics of DRI for DEM simulation were estimated using 

single particle methods. The methods were choose considering the properties and conditions of 

DRI based on the previous studies.  

Among them, Young’s modulus which is the most important parameter for DEM simulation was 

estimated on the basis of non-destructive collision tests. It was obtained according to the contact 

duration in normal collision of the pellets. The coefficient of restitution was measured using the 

same setup based on the pellets velocity before and after collision. 

The coefficient of sliding friction was estimated using a previously introduced method in which 

the contact force components (normal and tangential) are measured during a single collision. 

In order to solve the irregular shape problem, two simulation models and the appropriate 

coefficient of rolling friction were mentioned. The models and related coefficients were previously 

introduced for IOP by Barrios et al.; considering the similarity of the aspect ratio of DRIs and 

IOPs, the mentioned solutions are applicable for DRIs. 

For density and size distribution chart, common laboratory measuring techniques were utilized and 

for non-significant parameter of Poisson’s ratio a range was determined. 

The general characteristics of tested DRIs including chemical composition, porosity and crushing 

strength were reported in section 2 to let other researchers compare their own DRIs to the tested 

DRIs in present work. For DRIs with significantly different porosity, chemical composition and 

crushing strength, it is strongly recommended to determine Young’s modulus and coefficient of 

restitution using the method described in this paper. However, the other parameters are allowed to 

be used for variety of DRIs from different plants. 

References 
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Abstract—  

 

Introduction: Quinazolinone derivatives represent one of the 

most active classes of compounds possessing a wide spectrum of 

biological activity. They are widely used in pharmaceuticals and 

agrochemicals.  

Methods: The condensation of 2-amino-methyl-5-

dimethoxybenzoate with acetic anhydride yielded the cyclic 

compound 2-methyl-5-substituted-1,3-benzo-oxazine-4-one which 

further produced a novel 2,3-disubstituted quinazolin-4-ones via the 

reaction with hydrazine hydrate. The compounds synthesized were 

unequivocally confirmed by means of Infrared, Nuclear Magnetic 

Resonance (1H and 13C), Gas chromatography-mass 

spectrophotometer and elemental analysis. The synthesized 

compounds were screened and evaluated pharmacologically for 

their in-vivo anti-inflammatory activity and the paw volume of each 

rat was measured before 1 h and after 3 h of carrageenan treatment 

with the help of a plethysmometer. 

Results: Compound 1 had anti-inflammatory activity of 89.03% 

and 88.03% at 20 mg/kg and 10 mg/kg respectively, while 

compound 2 had anti-inflammatory activity of 94.79% and 90.30% 

at 20 mg/kg and 10 mg/kg respectively. 

Discussion:  Compound 1 displayed a singlet signal at: δ 3.78 

attributed to methoxy group and singlet at δ 3.68 which was due to 

methyl group.  Also, 1H NMR spectrum of compound 2 showed a 

characteristic signal at δ 2.56 (singlet) corresponding to methyl 

group and duplet at: δ 3.90 for methoxy group.  For the IR spectra,  

Compound 1 was characterized by absence of v NH2 and presence 

of v C-O stretch in 1101cm-1 region of the compound. Compound 2 

showed the highest anti-inflammatory activity at 20 mg.kg of 

94.79% compared to compound 1 and indomethacin. These 

compounds synthesized had a higher anti-inflammatory activity than 

indomethacin which is a standard anti-inflammatory drug. 

Conclusion: Compound 2 had a higher anti-inflammatory 

activity than Compound 1. The compounds synthesized had a higher 

anti-inflammatory activity than Indomethacin, a standard anti-

inflammatory drug. 

 

Keywords— anti-inflammatory activity, quinazoline-4(3H)-

One, 6-methoxyl 2-methyl 4H–benzo[d] [1,3]–oxazine–4–One, 

nucleo phile, synthesis, 3-Amino  6-methoxyl  -2-methyl. 

 
Osarumwense Peter Osarodion is with the Ondo State University of 

Science and Technology, Nigeria (e-mail: osarodionpet@yahoo.com). 

Osarumwense Peter Osarodion 

Synthesis, Anti-Inflammartory Activity of 3-Amino 

5-Methoxyl-2-Methyl Quinazolin-4(3H)-one an 

Amino-6-Methoxyl-2-Methyl of 4H–Benzo[d] [1,3]–

Oxazine–4–one 

21



Conference Proceedings, Stockholm Sweden July 12-13, 2022

 

 

 

Abstract—With the internet becoming increasingly more 

relevant in our lives, online security and password security are 

becoming more important every day. From ordering a pizza to 

organizing finances and bank accounts, most online activities 

require an account and therefore a password. This research is 

conducted to get a better view on how Dutch students handle their 

password security and if there are any significant differences 

between the education levels MBO, HBO and WO towards 

password security. To determine whether this is the case, an online 

survey was put together. Questions within the survey were based 

on the COM-B model of behavior (Capability, opportunity and 

motivation). The objective for this study was to investigate how 

capable students are to behave safely online, if students get the 

opportunity to create safe passwords and if students are motivated 

to create safe passwords. The results from the online survey 

demonstrated that most students did not meet the required score 

to be considered sufficient on multiple of the tested areas. This 

means that most students on the three mentioned education levels 

are not handling their password security safe enough. Only one 

significant difference was found with the analyses of the collected 

data. This difference is the knowledge score between WO and 

HBO students, with WO students scoring significantly better. 

 

 

Keywords— behavior, cybercrime, password security, students  

I. INTRODUCTION 

HE past few years, the number of cybercrimes has increased 

dramatically. In 2019, 13% of the population above 12 

years old reported being a victim of cybercrime, with the largest 

percentage between the ages of 15 and 24. In 2020, about 127% 

more reports were made, that is about 16.5% of the population 

[1]. Those are only the percentage of people who were actual 

victims of cybercrimes. More than 60% of the Dutch population 

has had to do with phishing emails or WhatsApp fraud texts. A 

big part of the reason why the cybercrime numbers are 

increasing is because of the growing online world. Especially 

in the year 2020, online activity became more important due to 

the COVID-19 pandemic [2]. 

using your credit card for instance. DDOS-attacks means the 

server gets overloaded, human mistakes is just people 

accidently leaking data. The causes of cybercrimes include 

human failure (31%), cyber-attacks (44%) and technical 

failures (25%). [3] 

Being a victim of any of the cybercrimes explained in the 

paragraph above can lead to financial damage, but also diverse 

forms of emotional damage. Therefor it is important for people 

to know when and how to prevent yourself from becoming a 

victim of cybercrimes. However, a study commissioned by the 

national government shows that the Dutch are not always aware 

of digital risks or choose to ignore them. There is no need 

among the Dutch to improve their own online security. 60% of 

the Dutch are already taking action, but the 40% that don't, have 

no need for it either. Moreover, most Dutch people do not want 

to pay for their online security. It also appears that despite the 

fact that young people on average have more knowledge about 

the digital world and its security, they still have a less alert 

attitude to it. [4] 

It is clear now that Dutch people are poorly aware of the risks 

even though the chances of becoming a victim is growing 

increasingly. It seems that the younger generations take more 

risks despite being more aware of the menace than older 

generations. Different studies have been conducted about 

password security and people their behavior to understand it 

and sometimes even improve it. For instance a study 

commissioned by R. van der Kleij, S. van ‘t Hoff-de Goede, S. 

van de Weijer and R. Leukefeldt about the behavior of Dutch 

people on the internet [4]. This research showed that people 

think they are behaving a lot safer than they actually are. It also 

showed that knowledge is not necessarily the problem and 

stated that the behavior could be improved by creating 

opportunities. Another research that was conducted about 

password behavior took place in the United States of America 

[5]. This research was focused on students and faculty staff of 

a university in America and showed that 80% uses the same set 

of passwords for everything, while 60% uses the same 

password but with a slight modification. Both researches 

concluded that the overall behavior of people online is not safe.  

Rick van der Kleij, a professor at the Hague university who 

also conducted the research about password behavior in the 

Netherlands, now wants to research Dutch students specifically. 

The interests in Dutch students comes from the fact that they 

were not concluded in any other researches about password 

behavior and the fact that they are part of the generation that 

takes the most risks online. 

A. Ali, D. Avé, E. De Leeuw, T. Kester, H. Alers, R. Van Der Kleij 

How Safe Do Dutch Students Handle Their 

Password Security? 

T

Cybercrimes are crimes that are committed with ICT-

resources like a computer, smartphone or tablet. There are six 

forms of cybercrime that are common: hacking, ransomware, 

phishing, identity fraud, DDOS-attacks and human failure. 

Phishing is the most common (39%), then comes ransomware 

(20%) and DDOS-attacks (14%) [1]. Hacking involves shutting 

down or abusing your website or network. Phishing involves 

getting sent false emails to collect your personal information. 

Identity fraud is the abusing of your personal information by 

    Eline de Leeuw is with the The Hague University of Applied Sciences, 
Netherlands (e-mail: elinedleeuw@gmail.com).
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This research is conducted to learn more about the password 

security of Dutch students. The main research question is: 

How safe do Dutch students handle their password 

security? 

 

II.  METHODOLOGY 

The data gathering method that is used for this research is a 

survey. With a survey, questions can be asked about all the 

COM-B aspects (capability, opportunity and motivation). Also, 

knowledge questions in combination with self-assessment 

questions are asked to compare if students know as much about 

password security as they claim to know. The questions are 

asked in a Likert-scale based form. [6],[7] 

Structure: 

To get a clear answer to this question, a few sub-questions are 

determined, the sub-questions are: 

1. How knowledged are Dutch students with different 

levels of education about password security? 

2. Do Dutch students with different levels of education 

have the opportunity to be secure? 

3. How motivated are Dutch students with different 

levels of education about password security? 

4. What is the difference in behavior towards password 

security between different levels of education? 

The population for this research are Dutch students in the 

Netherlands. Within this group a distinction is made between 

MBO students, HBO students and WO students from the 

Netherlands. This research includes national and international 

Dutch students but excludes nationals who study outside the 

Netherlands. 

The sample size is calculated with a confidence level of 80% 

and a margin of error of 5,5%. With a population of 

1.330.685 Dutch students, the sample size needs to be 138 

students. Table 1 shows the percentages of each education level.  

The sample size is calculated with the following equation:  

� =  2(
(� ∗ �	



 	  

�ℎ�: 

� = ��
����� 

�������� ��� �� 95%, � = 1,96 

� = �������� #������� = ��� 3 %��&��, 33% = 0,33 


 = (��%�� �� )���� = 5,5% = 0,055 

� = (
(1,96 ∗ 0,33	

0,055
	* = 138,3 = 138 ��&���� 

 

  Number of students Percentage  

MBO Students  509797  38%  

HBO Students  489383  37%  

University/ 

WO Students  

331505  25%  

Total  1330685  100%  

Table 1 Total number of students in The Netherlands per education 

level [8] 

A. Com-B 

Previous research about cyber behavior of Dutch residents 

[4] concludes that the differences between reported behavior 

and the actual behavior is significantly bigger than expected. 

When approaching behavior in this research, the COM-B model 

of behavior is leading [9]. 

The COM-B model focusses on three factors that influence 

behavior, capability, opportunity and motivation. These three 

factors are capable of changing behavior. 

 

Fig. 1 COM-B Model of behavior [10] 

Capability refers to a person’s psychological and physical 

ability to participate in an activity. Opportunity refers to 

external factors that make a behavior possible. Motivation 

refers to how motivated a person is about the expected behavior.  

At least one of these components need to change for a 

behavior change to occur. [11] In short, this model states that 

when capability and opportunity are present, motivation will 

increase and therefor positive behavior will be seen more 

frequently. The COM-B model also provides information about 

different kinds of interventions and what interventions can 

effectively change capability, opportunity or motivation. [6] 

The COM-B model is used a lot over the years to explain 
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behavior but using it in the context of cybersecurity is quite 

new. 

Other than capability, opportunity and motivation, 

knowledge also plays a big part in the behavior towards 

password security. Someone who knows more about online and 

password security tends to be more aware about the dangers, 

this leads to them creating stronger passwords and behaving 

more secure overall [12]. 

B. Survey Design 

The sample for the research consists of 138 Dutch students. 

To reach this mount of respondents, different tactics were used. 

Students have been approached via social media (Instagram, 

WhatsApp and Linked In). Also, an email list of different 

schools was created and an email was sent to all these schools. 

The email asked if the schools wanted to collaborate and share 

the survey with their students. To get as many respondents as 

possible, student associations were asked to share the survey 

with their members as well. 

C. Survey Questions 

Here is given an overview of the survey questions. 

• Demographics - First the respondents educational 

level, field of study, age and gender were asked. 

• Safety Knowledge – The respondents safety 

knowledge was tested using multiple choice questions. 

• Password Behavior – The respondents were asked 

several behavior questions; whether they write down 

their password or if they share their passwords. 

• Password Creation Strategy – Respondents were 

asked if they had to make an account now, would they 

reuse their old password? Respondents were also 

asked if they made a new password what strategy the 

used to make the password. Options included a variety 

of options, from names of something or someone to 

phone numbers and birthdays. 

• Password Composition – Respondents were asked to 

think of an account and answer the questions about its 

password. They had to answer if the account forces 

them to use a minimum and maximum of characters, 

if so, how many?  They were asked if the password for 

the account had any symbols, capital or small letters 

or any numbers in it and if they believed that the 

password was safe. 

Survey Administrations and analysis 

The survey questions were categorized into the following 

categories:  

• Capability 

• Password knowledge 

• Password handling 

• Password strength 

• Opportunity & motivation 

 A scoring system is assigned to questions. Extra weight is 

factored into the questions that are more important for security. 

The formula that is used to calculate the final score is:  

����,����- = . + - + � 

. = 2(����0� + 13	 

- = ����01 + 35.5 

� = ����3 + 50 

����0� = 2� + 2, + 5� + � +  

����01 = 3� + 2% + 5ℎ + � + 4 + 35 

����3 = � + 
 + � + 3� + � + 6 + � 

ScorePS represents password strength, ScorePH password 

handling, ScoreK knowledge and a through r represent the 

survey questions. A respondent scoring above 25 for password 

strength is considered to have adequate password strength. For 

password knowledge 25 and for password handling a 

respondent scoring above 20. For capability, a respondent 

scoring above 70 is considered to have adequate capability. 

III. RESULTS & ANALYSIS 

Here will the results gotten from the survey be described. 

First, the demographics of the participants are detailed, 

followed by the findings related to password knowledge. Next, 

there is a description of the findings to password handling, 

password strength and capability. Finally, the findings related 

to opportunity and motivation. 
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Table 2  Gender and age of the participants, frequency & 

percentage. 

There is date collected from 138 participants, 56 participants 

are male (40.6%) and 72 participants are female (59.4%), see 

table 2. Since males and females are more or less balanced and 

the age falls in logical student age range there can be concluded 

that the data is representative of the population. 

 Frequency Percentage 

Educati

on Level 

MBO 53 38% 

HBO 51 37% 

WO 34 25% 

Table 3 Education level of the participants, frequency & 

percentage 

From the 138 participants 53 participants (38%) have an 

educational level of MBO, 51 participants (37%) HBO and 34 

participants (25%) WO as shown in table 3. Therefore, the data 

is representative of the population 

B. Password Knowledge  

 

Fig. 2. Password Knowledge final scores of students in MBO, 

HBO and WO 

Students were asked several password knowledge related 

questions. To assess whether a password knowledge, 

knowledge was operationalized in two ways: general digital 

security knowledge and an assessment on their passwords. For 

each of these questions a score was given. The sum of this score 

is the KnowledgeFinalScore. The highest respondents could 

score was 53. In Fig. 2 MBO, HBO and WO students are 

displayed on the X-axis and the KnowledgeFinalScore on the 

Y-axis. The first boxplot represents MBO students. The second 

boxplot represents HBO students and the third boxplot 

represents WO students. The line in the box represents the 

mean, the box represents the first and third quartile and the 

whiskers the minimum and maximum value. The circles 

represent the outliers. 

The mean score for the password knowledge based questions 

between all education levels is 24.59 with HBO and MBO 

scoring 23.24 and 24.32 respectively. This is not enough since 

a respondent must score above 25 to be considered having 

adequate password handling. WO students with a mean score 

of 27.06, did score above 25 which is considered to be 

sufficient. 

The respondents had to answer the question ”which of the 

following passwords is considered a strong password”. Only 

22.5% of the respondents choose the right answer.  

A one-way between subjects ANOVA was conducted to 

compare the scores of password knowledge for MBO, HBO and 

WO students. There was a significant difference of Password 

Knowledge at the p<0.05 level for the three groups [F(2, 135) 

= 4.50, p=0.013]. Post hoc comparisons using the Tukey HSD 

test indicated that the mean score for HBO students (M= 23.24, 

SD= 6.17) was significantly different than WO students (M= 

27.06, SD= 5.59). However, the mean score of MBO students 

(M=24.32, SD= 6.17) did not significantly differ from the HBO 

and WO students. Taken together, these results suggest that WO 

students have more password knowledge than HBO students. 

 

A. Demographics  

 Frequency Percentage 

Gender Male Age 16-18 years 9 6.5% 

19-21 years 28 20.3% 

22-24 years 16 11.6% 

25-27 years 5 3.6% 

27+ jaar 0 0% 

Total 58 42% 

Female Age 16-18 years 26 18.8% 

19-21 years 34 24.6% 

22-24 years 18 13% 

25-27 years 2 1.4% 

27+ jaar 0 0% 

Total 80 58% 
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MBO students do not appear to have a significantly different 

password knowledge than HBO or WO students. 

C. Password Handling 

 

Fig. 3 Handling password final score of the students in the three 

education levels. 

Students were asked several password handling related 

questions. For each of these questions a score was given. The 

sum of this score is the HandlingPasswordsFinalScore. The 

highest respondents could score was 45.5. In Fig. 3 MBO, HBO 

and WO students are displayed on the X-axis and the 

HandlingPasswordsFinalScore on the Y-axis. The first boxplot 

represents MBO students. The second boxplot represents HBO 

students and the third boxplot represents WO students. This Fig. 

uses the same style as the boxplots prior. 

The mean score for the password handling based questions 

between all education levels is 19.8 with HBO and WO scoring 

19.7 and 18.4 respectively. This is not enough since a 

respondent must score above 20 to be considered having 

adequate password handling. MBO students with a mean score 

of 20.8, did score above 20 which is considered to be sufficient. 

A one-way between subjects ANOVA was conducted to 

compare the scores of password handling for MBO, HBO and 

WO students. There was no significant difference of Password 

Handling at the p<0.05 level for the three groups[F(2, 135) = 

0.70, p=0.497]. These results suggest that MBO, HBO and WO 

students do not significantly differ in their password handling. 

 

D. Password strength 

 

Figure 4 Password strength final score of the students in the three 

education levels. 

Students were asked several password strength related 

questions. Password Strength represents the current behavior of 

respondents and are self-assessment questions. For each of 

these questions a score was given. The sum of this score is the 

PasswordStrengthFinalScore. The highest respondents could 

score was 52. In figure 4 MBO, HBO and WO students are 

displayed on the X-axis and the PasswordStrengthFinalScore 

on the Y-axis. The first boxplot represents MBO students. The 

second boxplot represents HBO students and the third boxplot 

represents WO students. This Figure uses the same style as the 

boxplots prior. 

The mean score for the questions about password strength 

between all education levels is 20.6 with MBO scoring the 

highest with 22.5. This is still not enough since a respondent 

must score above 25 to be considered having adequate 

password strength. Of respondents 60,9% consider their 

password safe and 61,6% considered their behavior as safe 

behavior. The answers ‘strongly agree’ and ‘agree’ were 

included in this calculation. 

A one-way between subjects ANOVA was conducted to 

compare the scores of password strength for MBO, HBO and 

WO students. There was no significant difference of password 

strength at the p<0.05 level for the three groups [F(2, 135) = 

1.51, p=0.224]. These results suggest that MBO, HBO and WO 

students do not significantly differ in the strength of their 

passwords. 
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E. Capability  

 

Fig. 5 Capability final score of the students in the three education 

levels. 

Combining the scores of the password strength, password 

knowledge & password handling, password capability is 

calculated. This score is the CapabilityFinalScore. The highest 

respondents could score was 150.5. In Fig. 5 MBO, HBO and 

WO students are displayed on the X-axis and the 

CapabilityFinalScore on the Y-axis. The first boxplot 

represents MBO students. The second boxplot represents HBO 

students and the third boxplot represents WO students. This Fig. 

uses the same style as the boxplots prior. 

The mean score for the capability based questions between 

all education levels is 64.9 with MBO scoring the highest with 

67.6. This is still not enough since a respondent must score 

above 70 to be considered having adequate capability. 

A one-way between subjects ANOVA was conducted to 

compare the scores of capability for MBO, HBO and WO 

students. There was no significant difference of capability at the 

p<0.05 level for the three groups [F(2, 135) = 1.51, p=0.225]. 

These results suggest that MBO, HBO and WO students do not 

significantly differ in their capability. 

F. Opportunity 

 

Education Level 

MBO HBO WO 

Frequency Percentage Frequency Percentage Frequency Percentage 

Opportunit

y 

Minimum 

Characters 

Yes 38 28% 33 24% 29 21% 

No 7 5% 3 2% 0 0% 

I don't 

know 

8 6% 15 11% 5 4% 

Table 4 Opportunity question about minimum characters, frequency 

in the three education levels. 
 

To measure opportunity the students were asked to take a 

particular password in mind and answer the question ‘With the 

creation of your account, was a minimal number of password 

characters required?’. 

A one-way between subjects ANOVA was conducted to 

compare the opportunity of whether there is a minimum amount 

of characters required when creating a password for MBO, 

HBO and WO students. There was no significant difference of 

opportunity at the p<0.05 level for the three groups [F(2, 135) 

= 2.09, p=0.128]. These results suggest that MBO, HBO and 

WO students do not significantly differ in whether there is a 

minimum number of characters required when they are creating 

a password. 

 

Table 5 Opportunity question about maximum characters, 

frequency in the three education levels. 

A one-way between subjects ANOVA was conducted to 

compare the opportunity of whether there is a maximum 

amount of characters required when creating a password for 

MBO, HBO and WO students. There was no significant 

difference of opportunity at the p<0.05 level for the three 

groups [F(2, 135) = 3.00, p=0.053]. These results suggest that 

MBO, HBO and WO students do not significantly differ in 

whether there is a maximum number of characters required 

when they are creating a password. 

  

Education Level  

MBO  HBO  WO  

Frequen

cy  

Percenta

ge  

Frequen

cy  

Percenta

ge  

Frequen

cy  

Percenta

ge  

Opportun

ity 

 Maximu

m 

 Characte

rs  

Yes  14  10%  8  6%  2  1%  

No  19  14%  18  13%  13  9%  

I 

don't 

kno

w  

20  14%  25  18%  19  14%  
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G. Motivation  

Fig. 6 MBO, HBO and WO students opinion on responsibility for 

their own digital safety 

Students were asked whether they thought they were 

responsible for their own digital safety. MotResponsibility is a 

Likert question where the values range from Strongly Disagree 

(1) to Strongly Agree (5). In Fig. 6 MBO, HBO and WO 

students are displayed on the X-axis and the MotResponsibility 

on the Y-axis. The first boxplot represents MBO students. The 

second boxplot represents HBO students and the third boxplot 

represents WO students. Fig. 6 uses the same style as the 

boxplots prior. 

A one-way between subjects ANOVA was conducted to 

compare the opinion on responsibility for your own digital  

safety for MBO, HBO and WO students. There was no 

significant difference of opinion at the p<0.05 level for the three 

groups [F(2, 135) = 2.21, p=0.113]. These results suggest that 

MBO, HBO and WO students do not significantly differ in their 

opinion on whether they are responsible for their own digital 

safety. 82,6% of the respondents say that they think having a 

strong password. For this percentage the answers ‘Strongly 

agree’ and ‘agree’ are included.  

 

Fig. 7 Students opinion about importance of a strong password in 

all three the education levels. 

Students were asked whether they thought having a strong 

password is important for their digital safety. MotImportance is 

a Likert question where the values range from Strongly 

Disagree (1) to Strongly Agree (5).  In Fig. x MBO, HBO and 

WO students are displayed on the X-axis and the 

MotImportance on the Y-axis. The first boxplot represents 

MBO students. The second boxplot represents HBO students 

and the third boxplot represents WO students. This Fig. uses the 

same style as the boxplots prior. 

A one-way between subjects ANOVA was conducted to 

compare the opinion on having a strong password is important 

for your digital safety for MBO, HBO and WO students. There 

was no significant difference of opinion at the p<0.05 level for 

the three groups [F(2, 135) = 0.61, p=0.546]. These results 

suggest that MBO, HBO and WO students do not significantly 

differ in their opinion on whether having a strong password is 

important for your digital safety. 61,6% of the respondents 

think it is their own responsibility to create a good password 

and handle it safely. For this percentage the answers ‘Strongly 

agree’ and ‘agree’ were included.  

IV. CONCLUSION 

Since males and females are more or less balanced and the 

age falls in logical student age range there is to believe the data 

is representative of the population. The results suggest that WO 

students have significantly more password knowledge than 

HBO students. Still, MBO students do not appear to have a 

significantly different password knowledge than HBO or WO 

students. The only group that that scored above the required 25 

for password knowledge are WO students, MBO and HBO 

students scored insufficiently. For password strength the three 

groups did not meet the requirement of 25. MBO scored the 

highest with 22.5. There was no significant difference in 

password strength between the three groups.  

For password handling, MBO students with a score of 20.8 

were the only one to score above the required score of 20 points, 

HBO and WO students scored insufficiently. The results 

suggest that there is no significant difference in password 

handling for the three groups. 

Out of all respondents, 73% percent answered that there was 

a minimum number of characters required when creating a 

password. However, 48% of all respondents do not know 

whether there is a maximum amount of characters they can use 

when creating a password. Taken together with the result that 

the three groups do not significantly differ from each other the 

results suggest that students do have the opportunity to be 

secure. MBO, HBO and WO students believe they are 

responsible for their own digital safety. Also they believe that 

having a strong password is important for their digital safety.  
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Remarkable is that 82,6% of the respondents say that they 

think having a strong password and handling it safely is 

important, 61,6% of the respondents think it is their own 

responsibility to create a good password and handle it safely. 

Also 60,9% considered their password safe and 61,6% 

considered their behavior as safe behavior, while the data shows 

that most respondents are not behaving responsible with their 

passwords.  

On many of the tested areas, the mean of the students did not 

meet het required score needed to qualify as adequate. 

Therefore it is safe to say that most Dutch students do not 

handle their password security safely, the data shows that this 

is the case with all different levels of education. Except for 

knowledge between WO and HBO students, no significant 

differences were found.  

V. DISCUSSION  

A. Interpretation of results 

After analyzing the data a small pattern showed, majority of 

the participant think that having a strong password and handling 

it safely is important. But the data shows that most respondents 

are not behaving responsible with their passwords. The 

expectations where that there would be a significant difference 

in password security among different levels of education. There 

was also expected that the students would handle their password 

security with little care which the data represents.  

The result of this research are more and less similar as those 

of a Previous study[4],about the security behavior of Dutch 

citizen. The result of that study showed that Dutch citizen think 

their online behavior is safe but the data showed that it’s not. 

 

B. Implications 

 

This research was the first one to be focused on Dutch 

students. So there are no studies to compare to regarding the 

different levels of study. However a previous study[4], 

conducted by Rick van der Kleij and colleagues, showed that 

Dutch people think their behavior online is safe, but actually is 

not. These results are similar to the results. They also added that 

knowledge was not the problem for Dutch citizens. This was 

different from this study, since this study showed that students 

over all do not have enough knowledge about password 

security. In the Dutch study ‘Ons cybergedrag is veel onveiliger 

dan we zelf denken’ conducted by Rick van der Kleij and 

colleagues [4] there was concluded that people weren´t 

motivated enough or did not have enough opportunity to create 

a safe password. In this research however, was shown that 

motivation on itself was not the problem. Respondents 

indicated they thought password security is very important and 

is their own responsibility. One thing is clear: It is safe to say 

that there is no harm in researching how to improve Dutch 

students their behavior regarding password security. 

 

C. Limitations of the study 

Participants in this study were not random from the 

population, since most were from social inner circles. If this 

was not done, it would have resulted in a low participation rate. 

This would be problematic since there is no way of knowing the 

results apply to non-participants.  

There is only measured how Dutch students think about how 

safe they are handling their password security. It is assumed all 

respondents answered the questions truthfully, but there is 

always the possibility of people lying or simply not knowing 

their own behavior. With an experiment it would have been 

possible to measure their actual behavior and compare it to the 

answers they give us. Due to time restriction it was not possible. 

Their actual behavior is measured through questions in the 

survey, but it is not as accurate as with an experiment, which 

could be interesting to do in future experiments. Nevertheless, 

future research is needed to study actual password behavior 

objectively. 

During the research a few difficulties arose. For instance, 

when trying to contact different Universities and colleges to 

help us reach students, they often responded with no due to their 

privacy rules. This made finding enough respondents, 

especially MBO students, difficult. The goal of reaching 272 

students was not achieved and the sample size needed to be 

changed, this was done by changing the margin of error from 

4% to 5.5%. 
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Abstract—The advancement in information and communication 
technologies (ICT) and wireless sensor networks have played a 
pivotal role in the design and development of real-time healthcare 
solutions mainly targeting the elderly living in health-assistive smart 
homes. Such smart homes are equipped with sensor technologies to 
detect and record activities of daily living (ADL). This survey 
reviews and evaluates existing approaches and techniques based on 
real-time sensor-based modeling and reasoning in single-user and 
multi-user environments. It classifies the approaches into three main 
categories: learning-based, knowledge-based, and hybrid, and 
evaluates how they handle temporal relations, granularity, and 
uncertainty. The survey also highlights open challenges across 
various disciplines (including computer and information sciences, 
and health sciences) to encourage interdisciplinary research for the 
detection and recognition of ADLs and discusses future directions.  
 
Keywords—Daily Living Activities (ADL), smart homes, single-

user environment, multi-user environment. 

I. INTRODUCTION TO DAILY LIVING ACTIVITY RECOGNITION 

IN SMART HOMES 

HE advancement of information and communication 

Technologies (ICT) [1]  and wireless sensor networks [2] led to 

the design and development of real-time information systems for 
decision making in several domains, such as e-commerce [3], e-
education [4], manufacturing [5], security and surveillance [6], and 
many more. Healthcare is not an exception, and the development of 
ubiquitous environments for real-time patient monitoring has 
significantly increased patients’ quality of life. 

The World Health Organization (WHO) mentions that between 
2015 and 2050, the sector of the population with more than 60 years 
will increase from 900 million to 2 billion [7]. Additionally, 
according to the Australian Law Reform Commission, the population 
aged 65 or over will be projected up to 22.6% by 2054–55[8]. As the 
number of the elderly expands, and considering the COVID-19 crisis, 
placing older adults in care centers may not be sustainable. However, 
older adults often suffer from chronic conditions that may impact 
their health and safety and require a certain level of clinical 
monitoring. Smart home sensors make this possible, and monitor 
cognitive changes such as dementia, and changes in health, which can 
be detected early by such a system. This sensing infrastructure 
features low-cost, low-power, and high-performance solutions. It has 
been estimated that smart homes can contribute about $7 trillion in 
cost reduction annually worldwide [9]. Moreover, this technology 
may support clinical decision-making of health professionals, i.e., 
doctors, nurses, or caregivers, and early recognition and triage in case 
of emergencies. 

 
 

Furthermore, the researchers investigated and modeled different types 
of activities (atomic, complex, composite) with respect to time either 
as sequential, interleaved, and concurrent for single person 
environments, and parallel and collaborative activities for multi-user 
environments, as shown in Table I [11], [12].  

TABLE I 
ADL RECOGNITION METHODS 

Activity Type Definition Example 

Sequential 
Each activity can be 
performed after another in 
a sequential manner  

 Making meals then washing dishes  

Concurrent  More than one activity can 
be performed at a time by a 
user  

 Taking medicines while watching    
 TV        

Interleaved  Where a user can switch 
between activities  

 Switches between stirring soup and  
 making a sandwich in the kitchen 

Parallel  Many activities can be 
performed by multiple 
users at the same time  

 One user is cleaning the home 
while  
 others are talking on the phone  

Collaborative 

Where multiple users 
perform activities together 
in a cooperative way  

 Making soup in the kitchen (one is  
 chopping vegetables, the other is  
 boiling water) 

 
 Significant activity recognition (AR) research has been conducted 

to identify ADLs. Some studies modeled contextual information 
using ontologies [13– 16] and machine learning approaches to 
perform probabilistic reasoning using Semantic Web technologies to 
detect simple and complex activities [17], [18] and anomalies in 
activities using neural networks [19]. Other studies found that events 
can be captured in data streams and that complex event processing 
and reasoning can be used to predict complex and composite 
activities [20]–[22]. Some considered the uncertainty of the 
data/conflicting preference to predict complex activities using answer 
set programming [23—24]. Generally, smart homes are limited to 
monitoring single users. However, more than one person may need to 
live in the home to provide assistance or companionship. In this 
regard, the literature shows that there is a great interest in a multi-
user environment focusing on ADL activities where a composite 
activity is modeled. However, there are only a few researchers who 
track and identify multi-users in smart home environments [25], [26] 
by using machine learning algorithms, while many attempts to 
recognize activities individually, cooperatively, and in parallel by 
using Bayesian networks (BN), recurrent neural networks (RNN), 
conditional random fields (CRF), and Hidden Markov models 

(HMM) [27]–[30], and mobile applications [31]. 
This paper discusses various techniques for performing ADLs in 

the sensor-based single-and multi-user environment, their temporal 
nature, and how uncertainty is addressed.  The main contributions of 
this paper can be outlined as follows: 

(i) The current approaches are classified into three main 
categories: learning-based approaches, knowledge-based approaches, 
and hybrid approaches based on real-time sensor-based modeling and 
reasoning for ADLs in an activity recognition environment. 

(ii) The existing methods and techniques are reviewed by 
classifying them based on whether they are single-user or multi-user 
to further evaluate how they handle temporal relations, granularity, 
and uncertainty. 

  Kulsoom S. Bughio, Naeem K. Janjua, Gordana Dermody, Leslie F. Sikos, Shamsul Islam 

A Survey of Recognizing of Daily Living Activities 
in Multi-User Smart Home Environments 

T

The real-time healthcare information system identifies and records 
the activities of daily living of patients in their homes. The term 
“activities of daily living” (ADL) was coined in the 1950s by Sidney 
Katz [10] who developed the Katz Index of Independence in 
Activities of Daily Living, also known as the Katz ADL. 

    Kulsoom  Bughio  is  with  the  Edith  Cowan  University,  Australia 
(e-mail: k.bughio@ecu.edu.au).
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(iii) Based on the evaluation of different categories, open 
challenges are identified, and future directions are discussed. 
The remainder of this paper is organized as follows. Section II 
discusses current approaches based on single-user and multi-user 
criteria. Section III provides a discussion about the findings of the 
literature review conducted. The key research challenges and future 
directions are described in Section IV. The last section V concludes 
this paper.  

II. CURRENT APPROACHES FOR ADL RECOGNITION IN SENSOR-
       BASED ENVIRONMENT 

 Many studies have been conducted for real-time sensor-based 
modeling and reasoning for ADLs. The current approaches can be 
classified into three main categories, as shown in Fig. 1 

 

 
 

Fig. 1 ADL recognition methods 

A.  Learning-Based Approaches 

 The learning-based approaches, also known as data-driven 
approaches (DDA), are based on machine learning (ML) techniques. 
These methods develop models based on pre-existing datasets rather 
than intuition or individual experience. The benefit of learning-based 
methods is the ability to handle uncertainty. Some techniques, e.g., 
recurrent neural networks, also deal with temporal information [14]. 
In learning-based approaches, generally, models can be generated in 
four ways: supervised, unsupervised, semi-supervised, and 
reinforcement. In the following sections, these are discussed in detail. 
 
1) Supervised ML Methods:  

 Most learning-based approaches employ supervised machine 
learning algorithms, which require a pre-existent labeled dataset of 
user behavior to infer the activity model. In these methods, the 
training data is used to train and test the model for accuracy and 
precision [16]. Once the model is trained, sensor data is used to detect 
physical activities such as gait speed, postures, physical motion, and 
health events. However, Mohmed [32] proposed another promising 
technology, namely, fuzzy finite state machine (FFSM), to handle 
uncertainty associated with human behavior. Bayesian networks, 
partially observable Markov decision processes (POMDP), Naïve 
Bayes, C4.5 decision trees, support vector machines (SVMs), Markov 
chains, hidden Markov models (HMMs), logistic regression, 
conditional random fields (CRFs), and neural networks (NNs) are 
some examples of supervised ML Methods. 
 By using supervised learning, most of the systems are dedicated to 
an activity recognition environment for single individuals [10], [33]; 

however, few researchers model activities in a multi-user 
environment. One of them is a benchmark study for multi-resident 
smart homes, which was presented by Tran et al. [27]. In this study, 
the researchers learned about the effectiveness of temporal learning 
algorithms and non-temporal learning by using sequential data and 
temporally manipulated features. ADL recognition was also 
performed [29]–[31], [34] in a multi-resident smart home based on 
Bayesian networks and a hidden Markov model. Chen et al. [28] 
proposed a system to recognize complex activities for the multi-
resident environment by using both techniques such as HMM and 
CRF. 
 
2) Unsupervised ML Methods: 

 Due to some limitations in the supervised approach, some studies 
investigate unsupervised approaches [35]–[37], which generate 
activity models relying on a training set of unlabeled sensor data. 
Unsupervised methods are divided into two types: clustering and 
association [38]. Most researchers used unsupervised clustering 
methods in a single-user environment to detect various physical 
activities, such as walking, sitting, standing, and jogging. For 
example, Lu et al., [36] provided a method for ADL classification by 
using a smartphone accelerometer. Negin et al. [35] proposed a 
framework for early diagnosis of cognitive impairments and ADL 
activity discovery and scene modeling in health care. While the 
location of multi-users in a home is detected by the vectorization 
approach using an algorithm named sMRT to track the location of 
each resident by using the clustering technique, thereby estimating 
the number of residents in the smart home with the help of event 
association [26].  
 
3) Semi-Supervised Methods: 

 Semi-supervised learning methods improve the model computed 
through the training set by using unlabeled data [18]. In semi-
supervised learning, both labeled and unlabeled data are used for 
training. There are some examples of semi-supervised methods, i.e., 
self-training, co-training, graph-based methods, expectation-
maximization (EM) with generative mixture models, and transductive 
support vector machines [40].  
 
4) Reinforcement:  

Reinforcement learning (RL), also known as neurodynamic 
programming, is an approach for building agents automatically. 
These agents take a reward function after the performance measure. 
The system can direct its problem space and provide feedback in 
terms of rewards and punishments [41]. In activity recognition, 
Richard [42] proposed a recommendation system to guide patients 
diagnosed with Alzheimer’s disease, in performing ADLs based on 
changing human mental state, behavior, and environmental contexts. 
Zhang et al. [43] proposed an effective way of recognizing human 
behavior activities in smart homes by using deep reinforcement 
learning (DL). Table II shows the various learning-based ML 
methods in single and multi-user environments for atomic and 
complex activities. 

 
TABLE II 

SUMMARY OF LEARNING-BASED APPROACHES FOR ADL DETECTION AND 

RECOGNITION 

Type of 
Learning 

 
References 

ADL 
Temporal 
Relation 

Granularity 
Level of 

ADL 

Uncertainty 
Handling 

   Single-User 

Supervised 
  

[44] Concurrent Complex No 

[45] Sequential, 
concurrent 

Atomic, 
complex 

No 

[32] Sequential Simple Yes 
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Unsupervised 
 

[46]  Sequential, 
interleaved, 
concurrent 

Simple, 
complex 

No 

Reinforcement 
Learning 

[42] Sequential Simple Yes 

Multi-user 
 
 
 
 
 
Supervised 

[28] Sequential, 
parallel 

Complex No 

[31] Parallel Complex No 

[34] Parallel 
/cooperative 

Complex No 

[47] Sequential, 
cooperative, 
collaborative 

Complex No 

Unsupervised [26] Joint events Atomic No 

B. Knowledge-Based Approaches 

Knowledge-based approaches are also known as knowledge-
driven approaches (KDA). In these approaches, “an activity model is 
developed through the incorporation of rich prior domain knowledge 
obtained from the application domain, using knowledge engineering 
and knowledge management techniques” [16]. These approaches use 
previous knowledge to create a logic-based recognition model, where 
activities can be modeled and expressed through numerous formats 
(i.e., rules, and ontologies) [14], [48] and can be mined from other 
sources (e.g., Web resources, or unlabeled datasets of activities) [18], 
that can be interpreted by humans and machines, rather than of the 
acquisition of labeled training datasets. The knowledge structure of 
KDAs can be modeled using various techniques, which are mainly 
classified as monotonic and non-monotonic. smart home with the 
help of event association [26].  

 
1) Monotonic Logics:  

Monotonic logic is also known as standard logic or classical logic, 
once something is true, it is true forever [49]. It is used as a 
specification language to represent declarative knowledge. However, 
it represents a monotonicity property based on the conclusion 
involved by a body of knowledge, if additional knowledge is added 
there is no effect on the conclusion, it remains valid.  

a) Information extraction from existing sources 

Different studies have been conducted using a mining-based 
approach [46], [50].  These approaches retrieve definitions of 
activities and phrases that define involved objects and the activity 
performance process by using information retrieval techniques. The 
system used in this approach is designated to overcome the 
deficiency of annotated ADL data problems and the variation or 
complex activity performance between various individuals [14]. The 
researchers [51] compute activity models by mining activity data 
from pictures and videos even sporadic activities are involved. An 
ambient assistant system named, ontology-based Ambient-Aware 
LIfeStyle tutoring for A BETter Health (ontoAALISABETH) [52] 
provides an ambient assisted living framework to monitor the 
lifestyle of older people, who are not suffering from major chronic 
diseases or severe disabilities. It integrates an ontology with a rule-
based and a complex event processing (CEP) engine for supporting 
the timed reasoning but lack to deal with conflicting events. 

b) Information modeling 

In the logical-based approach, to present the knowledge about 

activity, different types of logical formalisms are used. In this regard, 
various methods were used to build a recognition model that infers 
actions or activity intentions through general knowledge-based rules, 
where training data was not required such as, a method to identify 
human intention based on percept sequence by using event calculus 
[53], tagged visual contents shared on the web [54]. In healthcare, the 
iKnow activity recognition system [13] for a single-user environment 
provides capabilities, which enhance the extraction of behavior 
patterns and behavior changes, including how activities are 
performed, idiosyncratic, and habitual knowledge. Triboan et al. [55] 
developed a multithreaded decision algorithm and a system prototype 
capturing generic knowledge and inhabitant-specific preferences for 
conducting composite ADLs to support the segmentation process.  
Another researcher, Bennasar et al. [14] proposed a system to support 
older people to live independently in their own homes by increasing 
the quality of life in terms of care, safety, and security. Ye et al.  [56] 
proposed a novel approach for a multi-user environment to recognize 
concurrent activities, which are independent of sensor deployment 
and activities of interest. 

 
2) Non-Monotonic Logics:  

Non-monotonic logics have been described as “a kind of inference 
in which reasoners draw tentative conclusions, enabling reasoners to 
retract their conclusion(s) based on further evidence” [49]. In other 
words, facts and rules can be changed at any time, with some 
examples given below. 

a) Defeasible Reasoning  

This is a non-monotonic logic formalism that delivers instinctive 
knowledge representation and advanced resolution mechanisms such 
as inconsistent [57] and conflicting information (uncertainty) [58]. 
Defeasible reasoning performs better than classical logic in terms of 
computational complexity, dealing with incomplete information, and 
initiating new reasoning for non-accustomed users (doctors, patients, 
etc.). An implementation example is a ReDEF framework (Context-
Aware Recognition of Interleaved Activities using OWL 2 and 
Defeasible Reasoning), which has been proposed [58] for ADL 
recognition and can be used for supporting the diagnosis of 
Alzheimer’s disease in a controlled environment. 

b)  Argument-Based Reasoning 

Argumentation theory, also known as common-sense reasoning, is 
when a person reasons about his/her activities by evaluating the 
potential results [49]. The argumentation-based approach is also used 
to deal with conflicting data, where preference arguments are built, 
defining which one will be a suitable solution, unlike a rule-based 
system, in which preferences are defined based on another for 
conflicting data. Guerrero et al. [57] used two semantics for ELP 
Answer set semantics and well-founded semantics. They aimed to 
follow answer set programming roots for capturing negation as 
failure in an argumentation-based setting. Based on human motives, 
goals, and prioritized actions, Guerrero et al. [59] proposed an 
argument-based approach for tracking and monitoring old people’s 
complex activities. Table III shows the ADL recognition performed 
by different researchers by using knowledge-based techniques such 
as monotonic and non-monotonic techniques for various types of 
activities (simple, complex, and composite). 

C. Hybrid Approaches 

By combining DDA and KDA (hybrid approaches), some 
limitations of previous approaches can be overcome.  In DDA, the 
activities can be represented by probabilistic and statistical models 
[13]. This is useful for dealing with noise and uncertainty of sensor 
measurements, however, semantic relationships between sensor 
events and activities cannot be captured. In contrast, KDA 
approaches capture complex semantic relationships, but these 
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approaches are often too rigid to cope with noise and uncertainty 
[60]. 

 
TABLE III 

      SUMMARY OF EXISTING KNOWLEDGE-BASED APPROACHES 
 

Type of 
Learning 

 
References 

ADL 
Temporal 
Relation 

Granularity 
Level of 

ADL 

Uncertainty 
Handling 

   

   Single-User 
 

 
 
 
 
  Monotonic 

[14] Sequential Complex  No 

[55] Parallel, 
concurrent, 
incremental 

Simple, 
composite 

No 

[13] Interleaved Situation 
descriptor 

No 

[53] Percept 
sequence 

Complex 
intensions 

Yes 

[52] Sequential Complex No 

 
 
  Non-  
  Monotonic 

[58] Sequential, 
interleaved, 
experimental 

Complex  Yes  

[49] Activity-Goal Complex Yes 

    Multi-User 

  Monotonic [56] Concurrent  Complex No 

In the context of a single-user environment, hybrid approaches 
have been developed that can fully utilize unsupervised techniques 
combined with ontologies for activity recognition. The initial model 
is grown by combining KDA’s expressivity and DDA’s uncertainty 
handling; in this regard, some researchers [17], [18], [37], [61] used a 
combination of ontology and probabilistic reasoning, i.e., Markov 
logic network, to recognize sequential, concurrent, and interleaved 
activities. 

To recognize complex ADLs in a multi-resident environment, a 
hybrid approach was modeled by Roy et al. [31]. In this model, two 
extremes of sensors, i.e., ambient sensors and wearable sensors were 
used to capture the users’ spatiotemporal behavior and location. 
Nguyen et al. [62] provided a mechanism for activity segmentation 
and recognition in the context of multi-resident homes, using 
ontology and unsupervised machine learning strategies, such as 
pattern discovery. Table IV explains the different hybrid techniques, 
i.e., probabilistic ontology modeled for activity recognition in a 
sequential, interleaved, and concurrent manner for complex and 
composite activities. 

 
TABLE IV 

SUMMARY OF EXISTING HYBRID APPROACHES 
 

Technique 
 

References 
ADL 

Temporal 
Relation 

Granularity 
Level of 

ADL 

Uncert
ainty 

Handli
ng 

 

      Single-User 

 

Ontology 
+Temporal 
Formalism 

[63] Sequential, 
concurrent 

Composite NO 

Ontology + 
MLN 

[18] Sequential, 
interleaved 

Complex Yes 

Probabilistic 
Ontology 

[17] Sequential, 
interleaved, 
concurrent 

Composite Yes 

Probabilistic 
Ontology 

[61] Sequential Complex Yes 

          Multi-User 
 

Ontology + 
Unsupervised 
ML 

[62] Concurrent Complex No 

III. DISCUSSION 

Significant progress has been made for modeling, reasoning, and 
prediction of Activities of Daily Living (ADLs) of persons in their 
homes [13], [14]. Among the approaches investigated, a few, such as 
MLNs, ontologies, argumentation, and CEP engine, are promising 
that attempt to recognize ADLs in a single user environment with 
simple or complex activities. This survey paper discusses existing 
techniques for modeling and reasoning ADLs in an activity 
recognition environment and provides a taxonomy for their 
classification that includes learning-based methods, knowledge-
driven approaches, and hybrid approaches. Table II shows that most 
of the learning-based methods are used to generate models for 
modeling atomic/simple and complex ADL activities in both single 
and multi-user environments. Some of these approaches [32], [42] 
used for ADL modeling in a single-user environment can handle 
uncertainty using fuzzy sets and learning automata, however, they are 
limited to modeling only sequential activities. Modeling approaches 
for ADLs in a multi-user environment can model complex activities, 
however, first, they fail to model composite activities, and second, 
they lack the capability of handling uncertainty for ADL activities 
modeling and predication when the underlying information is 
incomplete and/or contradictory. Although limited systems can 
identify health events for ADLs, the modeling is limited to a single 
user. 

Table III shows that most of the monotonic logic-driven 
knowledge-based systems can model simple and complex model 
ADL activities in a single-user environment except the [55] approach, 
which can model composite activities. However, they can handle 
incomplete information using weights [53], but not contradictory as 
they are not able to deal with uncertainty. Additionally, a non-
monotonic logic-based system for the single-user environment can 
model and reason about sequential and complex activities and 
perform support modeling and reasoning with incomplete and 
contradictory knowledge by using defeasible logic and answer set 
programming. However, these systems are unable to model 
composite activities and they use a single criterion to resolve 
contradictory knowledge. In a multi-user environment, [56] complex 
activities can be modeled by applying monotonic logic, but they are 
not able to model composite activities and cannot handle uncertainty. 

Significant work to model activities through hybrid approaches 
using ontologies and ML techniques is shown in Table IV. These 
approaches can model and reason concurrent and interleaved 
activities in both single-user and multi-user environments. while the 
only single-user approaches model and reason with uncertainty. 
Ontologies perform the best when it comes to expressiveness and 
probabilistic knowledge is used in these systems. Researchers have 
used Markov models, fuzzy sets, Dempster Shafer theory to deal with 
uncertainty in a single-user environment for sequential, interleaved, 
and concurrent activities. 

IV.  RESEARCH CHALLENGES AND FUTURE RESEARCH 

DIRECTIONS 

The existing techniques and systems have significant limitations in 
recognizing composite activities for multi-users in real-time systems, 
especially when data is coming from various sources and if the data is 
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incomplete and/or contradictory. First, the existing approaches can 
model only simple or complex activities and they fail to consider 
multiple and composite activities [55] in real-time environments, 
such as a person with dementia living with his partner and doing 
activities in parallel and collaboratively. Second, the home context 
can be dynamic if more than one person lives in the home, or if the 
person has frequent visitors. If there are pets in the house, they can 
further increase complexity. In environments this dynamic, it can be 
challenging to detect and recognize the sensor-captured ADLs due to 
their unstructured and complex nature along with the number of 
individuals, infinite variations in speed, and style of performance 
[35].  Third, the sensor data is derived from different sources in a 
particular time frame that is uncertain. Measuring the uncertainty of 
events using knowledge-based reasoning (via ontologies) often does 
not produce accurate results [17]. Moreover, due to age-related 
changes in health and the worsening of chronic diseases, the quality 
of life of the elderly may fluctuate and decline over time, with 
temporary periods of stabilization. Monitoring ADLs together with 
any signs of deteriorating health and functional decline is important 
to be able to provide supportive care early on to prevent adverse 
health outcomes.  

To overcome these limitations, there is a need to design and 
develop rules and ontologies to model composite activities in a real-
time system for the ADLs in multi-user environments. In modeling 
and reasoning ADLs, the system would be able to understand what 
happens in terms of contradictory events coming from various 
sources, integrate them, and reason about events. To handle 
incomplete/or contradictory information in real-time coming from 
various sources, an argumentation approach could be used to capture 
and reason with ADL activities with the CEP engine such as 
ETALIS, which processes multiple streams of data and reasons about 
them. This could also provide a real-time monitoring system to alert 
patients, caregivers, and doctors about cognitive behavior changes for 
patients. 

V. CONCLUSION 

Activity is a pivotal task for the identification of ADLs in smart 
home environments. To detect and monitor ADLs and assist 
individuals to secure their safety and well-being, different types of 
activities (atomic, complex, and composite) are investigated by 
researchers. This can provide advanced monitoring for smart home 
environments by utilizing technologies for which clinicians have 
worked with engineers and computer scientists to obtain clinically 
relevant ground truth to model potential health events. This paper is a 
systematic review of ADLs in smart home environments, 
highlighting challenges in terms of composite activities in a multi-
user environment and conflicting data in real-time. This survey 
identified limitations of the state of the art and suggested directions 
for future research. 
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Abstract— To prepare the current generation for the future, 

education systems need to change. It implies a new way of learning 

that is relevant to the demands of the times and the environment in 

which we live. The traditional approach of teaching individual 

subjects in isolation no longer meets the challenges of today's world, 

society, and work environment. Students need not only theoretical 

knowledge but transferable skills that will help them to become 

inventors and entrepreneurs, implement new ideas and create 

innovations. Science, technology, engineering, and mathematics 

education, better known as STEM, is now a real necessity for modern 

schools.  

The subject of this study and entrepreneurship education, within a 

learning company with the application of STEM - technology, which 

encourages students to think outside the traditional box. STEM 

learning focuses the teacher's efforts on creating a model of 

entrepreneurial thinking and behavior in students and helping them 

solve problems in the world of business and entrepreneurship. Special 

attention is given to team activities and group work, simulation, 

experimentation, discussion and discourse, brainstorming, case 

studies, and project work.  

Learning based on the implementation of various STEM projects 

in after-school activities, experiential learning, and an 

interdisciplinary approach are the means through which the educators 

better connect the local community and private businesses. Students 

learn to be a creative, experiment and take risks, and work in teams-

the leading characteristics of every innovator and future entrepreneur. 

This article presents some European policies on STEM and 

entrepreneurship education. It also shares best practices for learning 

company training with the integration of STEM in the learning 

company training environment. 
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Abstract— To prepare the current generation for the future, 

education systems need to change. It implies a way of learning that 

meets the demands of the times and the environment in which we live. 

Productive interaction in the educational process implies an interactive 

learning environment and the possibility of personal development of 

learners based on communication and mutual dialogue, cooperation 

and good partnership in decision-making. Students need not only 

theoretical knowledge, but transferable skills that will help them to 

become inventors and entrepreneurs, to implement ideas. STEM 

education , is now a real necessity for the modern school. Through 

learning in a "learning company", students master examples from 

classroom practice, simulate real life situations, group activities and 

apply basic interactive learning strategies and techniques. The learning 

company is the subject of this study, reduced to entrepreneurship 

training in STEM - technologies that encourage students to think 

outside the traditional box. STEM learning focuses the teacher's efforts 

on modeling entrepreneurial thinking and behavior in students and 

helping them solve problems in the world of business and 

entrepreneurship. Learning based on the implementation of various 

STEM projects in extracurricular activities, experiential learning, and 

an interdisciplinary approach are means by which educators better 

connect the local community and private businesses. Learners learn to 

be creative, experiment and take risks and work in teams - the leading 

characteristics of any innovator and future entrepreneur. This article 

presents some European policies on STEM and entrepreneurship 

education. It also shares best practices for training company training , 

with the integration of STEM in the learning company training 

environment. The main results boil down to identifying some 

advantages and problems in STEM entrepreneurship education. The 

benefits of using integrative approaches to teach STEM within a 

training company are identified, as well as the positive effects of 

project-based learning in a training company using STEM. Best 

practices for teaching entrepreneurship through extracurricular 

activities using STEM within a training company are shared. The 

following research methods are applied in this research paper:  

- Theoretical and comparative analysis of principles and policies of 

European Union countries and Bulgaria in the field of entrepreneurship 

education through a training company. Experiences in 

entrepreneurship education through extracurricular activities with 

STEM application within a training company are shared. 

- A questionnaire survey to investigate the motivation of secondary 

vocational school students to learn entrepreneurship through a training 

company and their readiness to start their own business after 

completing their education. 

Within the framework of learning through a "learning company" 

with the integration of STEM, the activity of the teacher-facilitator 

includes the methods: counseling, supervising and advising students  

 

 

 

during work.  The expectation is that students acquire the key 

competence "initiative and entrepreneurship" and that the cooperation 

between the vocational education system and the business in Bulgaria 

is more effective. 

 

Keywords—STEM, entrepreneurship, training company, 

extracurricular activities. 

I. INTRODUCTION 

HE application of the STEM (Science, Technology, 

Engineering, Math) concept in education aims to develop 

the skills of successful 21st century citizens. The skillful 

blending of science and technology in a learning environment 

builds highly adaptable and mobile young people who are able 

to communicate and work in teams, display creative curiosity, 

initiative and a critical eye for the problems of the day. STEM 

integrates scientific approaches that help students quickly and 

easily master new real-life knowledge, skills, and 

competencies, inspiring them to think outside the box, 

experiment and be creative.  

The use of STEM - educational technologies, from an early 

age, stimulates the development of initial life skills, provokes 

creative curiosity and observation, problem-solving skills from 

the immediate environment. By applying the STEM approach, 

children learn to be active, to observe, explore, explain, not only 

to memorize, but also to creatively reproduce and use the 

information obtained. As adolescents grow older, the 

application of STEM in an educational setting directs their 

interest towards the sciences related to the professions of the 

future, towards the realization of independent scientific 

research, experimentation, and innovation. The entrepreneurial 

activity of students is stimulated in the direction of the 

emergence of business ideas and their effective implementation 

in practice. 

II. EUROPEAN STEM POLICIES AND ENTREPRENEURSHIP 

EDUCATION 

Achieving high-quality education for all young people is a 

major concern for Europe's future. In 2020, the European 

Commission adopted a number of documents focusing on the 

creation of the European Education Area, a European Skills 

Agenda, a renewed VET policy and a European Research Area 

[16]. 
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It outlines how cooperation can improve the quality, 

inclusion, and digital and environmental dimensions of 

Member States' education systems. It sets out the means and 

milestones for achieving the European Education Area by 2025, 

with the support of the plan for the renewal of Europe (Next 

Generation EU) and the Erasmus+ program. Additional 

investment in education will contribute to the expansion of 

innovative learning models and provide a modern learning 

environment for STEM applications.  

Learning through the methods of science, technology, 

engineering, and mathematics, includes interactive 

environments, the establishment of centers for the personal 

development of students and young people, the creation and 

development of centers of excellence in vocational education 

and training on a territorial or sectoral basis, the introduction 

and use of scientific approaches, innovation and artificial 

intelligence systems in education and training [14]. 

EU STEM is a European network of national STEM 

platforms, bringing together the national STEM strategies of 

each of the European Union Member States.  The European 

Partner Organizations have been set up with the aim of close 

cooperation between government, education, and industry of 

individual countries.  EU STEM ensures the development of 

new STEM strategies and the exchange of good practices 

between national STEM platforms.  EU STEM implements 

close cooperation with a multitude of European, national, and 

regional partners, including national and regional governments, 

industry and institutions at European level [12]. 

ARTIFEX is an Erasmus+ project funded by the European 

Commission to create a practical European framework for 

learning in science, technology, engineering, and mathematics 

(STEM) in innovative learning environments outside the 

classroom, such as FabLabs or Makerspaces that produce 

products using modern technology [2]. 

The Do Well Science Coalition was established in line with 

the key priorities set by the European Commission [10].  

In summary, the priorities boil down to the following 

guidelines:  

· improving academic knowledge and acquired skills 

for lifelong learning, including for disadvantaged 

students; 

· applying an innovative and integrated approach to 

teaching; 

· applying an approach based on the digitization of 

content; 

· improving the quality of education by using and 

adapting modern active learning methods; 

· student-centered learning with the application of new 

teaching and learning technologies; 

· overcoming disparities and early school leaving; 

· the use of an interdisciplinary approach in combining 

knowledge from science, technology and the natural 

sciences, which stimulates students' innovative and 

critical thinking;  

· sharing good practices, exploring, and adapting new 

STEM strategies and educational technologies [13]. 

Bulgaria has been part of the European STEM Coalition 

since 2017, implementing its national STEM strategy. The need 

for innovation in pedagogical interaction and the teaching-

learning process is the main message in our European and 

national education policy. Emphasis is placed on the ability to 

discover and solve problems, to compare, analyze, systematize, 

and summarize scientific facts and information, and to use 

information and communication technologies (ICT) to unleash 

the technical and creative potential of learners. The desired 

changes in the quality of school education in science and 

technology can be achieved by implementing innovative 

teaching practices. The use of new technologies with the 

integration of science in the classroom, the application of 

integrated science teaching and learning practices in out-of-

school settings, enhances teachers' motivation for learning and 

professional development.  

III. STEM LEARNING IN ENTREPRENEURIAL TRAINING – 

ADVANTAGES AND PROBLEMS  

"Initiative and entrepreneurship" is one of the key 

competences for lifelong learning, and entrepreneurship 

education is an important policy objective of member states. 

For adolescents to become innovators in their chosen career 

field, it is important to develop their entrepreneurial skills. 

Entrepreneurship training shapes a new way of thinking in 

young people, providing them with the knowledge, skills and 

attitudes for entrepreneurial activity and helping to develop 

their entrepreneurial culture.  

School education is increasingly adopting a cross-curricular 

approach to acquire basic skills in STEM - science, technology, 

engineering, and mathematics education [4]. 

STEM is based on constructivism as an educational 

philosophy. It is student-centered and focuses on the student 

and his or her individual educational needs. Learners are at the 

center of the educational process and play the role of active 

subjects, independently mastering practical experiences. The 

learning process is accompanied by idea generation, solution 

seeking and problem solving, while participating in real life 

situations. The teacher advises, monitors, motivates, and 

provides support when needed.  

The main advantages of STEM education, interpreted in the 

context of entrepreneurial training, boil down to the following 

aspects:   

· bringing together knowledge from different subjects in 

an integrated curriculum based on cross-curricular 

links; 

· learners gain an objective view of nature, society and 

the world in which they live, increasing their 

flexibility, adaptability and creativity in solving the 

problems of the day; 

· understand and make sense of scientific concepts, 

facts and patterns among the processes and 

phenomena studied, compare quantities, explore 

relationships, and defend different points of view in 

collaborative solutions; 

· apply new knowledge to concrete practical situations, 

master generalized means of activity and develop life 

skills;  

· increase their motivation, experience pleasure and 

satisfaction from their activity, gain practical 

experience; 
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· acquire a wide range of social competences and skills 

in the field of modern technology and entrepreneurial 

activity; 

· discover new life perspectives and career development 

opportunities. 

STEM education builds a logical link between individual 

subjects and entrepreneurial learning, through students' 

participation in independent research, and group projects with 

an entrepreneurial focus. Through the skillful combination of 

experiments and games, students acquire the skills to 

investigate, analyze, summarize, and compare facts and 

information, drawing their own conclusions and inferences.  

It is an important requirement that schools teaching STEM 

entrepreneurship have specialized facilities and that teachers 

are experts in their field. To this end, specialized school centers 

with a STEM focus are being established.  They provide the 

necessary conditions and interactive learning environments for 

quality STEM education in schools [5]. 

The National Program "Building School STEM 

Environments" finances projects for building school STEM 

centers in Bulgaria. It aims to increase students' interest and 

achievement in science and technology. 

Some authors (Mirtschewa, 2021) analyze some problems 

that may accompany STEM education. These are most often 

associated with a misunderstanding of the teacher's role in the 

learning process. Such are the cases where more emphasis is 

placed on teacher-centered teaching, despite the requirement in 

STEM learning environments that the teacher should primarily 

be a mentor and facilitator. There is also the opposing view that 

children do not need a teacher, but should explore the world for 

themselves, and that the introduction of new technologies into 

education can replace the teacher. Another problem stems from 

the perception of the more abstract nature of knowledge and that 

STEM learning is most effective through rote memorization 

and reproduction of more complex scientific facts and concepts. 

This runs counter to the core STEM concept where children 

learn to think and act like scientists, mathematicians, engineers, 

and inventors by gaining their own experiences. Another 

common problem is that the end product of the activity is 

primarily evaluated without sufficient attention to the process 

of its creation. There is more emphasis on the fun side of STEM 

and less on the cognitive side. Another commonly reported 

problem is the insufficient time allocated to STEM activities, 

which does not allow for a full unfolding of the learning content 

and more time for discussions and debates, own research 

through experiments and games. Many parents and teachers 

share the view that STEM education is only suitable for gifted 

children. They feel insecure and think that they do not have the 

necessary training to create a stimulating environment and 

motivate children to take an interest in STEM issues. This calls 

for greater collaboration between teachers and parents in STEM 

education [9]. 

Another difficulty that teachers face when implementing 

STEM education is the lack of sufficient resources. Being well 

resourced with the latest technology and the ability of teachers 

to use it provides an interactive learning environment for 

STEM, stimulating creativity and critical thinking in students.  

What differentiates STEM from traditional education is the 

integrated learning environment across the four strands 

(science, technology, engineering, and mathematics) requiring 

state-of-the-art facilities in line with the continuous 

advancement of science and technology [17]. 

The successful implementation of entrepreneurial activities 

is conditioned by the influence of various factors, among which 

can be mentioned: the orientation of the educational system 

towards the preparation of personnel needed by the business 

and the labor market; the level of introduction of technological 

innovations and the presence of entrepreneurial traditions and 

culture [1]. 

Entrepreneurship has three specific characteristics, namely: 

· Orientation towards high success. 

· Innovation. 

· Setting ambitious goals [8]. 

R. Neminska considers innovative approaches as a set of 

interdisciplinary approach, activity-oriented approach, and 

research approach. They ensure an active cognitive process 

based on inter-subject connections and productive mental and 

research activity of students [15]. 

This is the basic idea behind the concept of entrepreneurship 

education through STEM. The benefits for young people who 

have received entrepreneurship education, according to the 

Entrepreneurship 2020 Action Plan, are limited to learning how 

to turn ideas into business action [3]. 

IV. GOOD PRACTICES FOR APPLYING STEM IN 

ENTREPRENEURSHIP EDUCATION 

The application of STEM in entrepreneurship education is a 

relatively new teaching method for Bulgaria. In partnership 

with the Junior Achievement Bulgaria Foundation, activities 

related to the promotion of practical methods and ideas for 

entrepreneurship are being implemented.  One of the most 

widespread examples of practically oriented entrepreneurship 

training is working in a training company.  This base used 

together with STEM is an innovative method that combines an 

integrated approach, project-based learning, problem-based 

learning, experiential learning, and research. The training 

focuses on mastering basic knowledge, skills and attitudes 

related to entrepreneurship and career guidance. The 

development and implementation of projects with an 

entrepreneurial orientation in extracurricular activities and 

interest clubs, develops the ability to communicate and work in 

a team, supports students' future career choices. Examples 

which illustrate this are the educational initiatives carried out in 

Bulgarian school such as "Your Lesson" project, funded under 

the Operational Program "Science and Education for Smart 

Growth"; the National Initiative "Manager for a Day"; National 

competitions on professions; National competition "Virtual 

Enterprise"; National competition "Best Training Company of 

Bulgaria", etc. 

In this publication, we share the good experience of the 

Agricultural Vocational School "Kliment Timiryazev" – town 

Sandanski, from the application of an interdisciplinary STEM 

approach to working in a training company.   

The conducted research aims to establish the applicability of 

STEM technology and interdisciplinary learning in 

extracurricular activities in entrepreneurship. Thirty students of 

class XI in vocational school took part in the study.  
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The object of study was the STEM learning conducted 

through participation in an extracurricular activity of interest, 

the Beekeeping Club.  

The object of study is the impact of applied STEM - science 

activities on students' activity, motivation, communication, and 

satisfaction. The following methods were used: analysis of 

written sources, study of administrative documentation, 

observation, discussion with students, parents and teachers, 

statistical methods for processing the obtained data. The 

proposed methodology was tested with the application of 

activity-oriented and integrated approach, through the 

participation of students in projects and interdisciplinary 

situations with entrepreneurial orientation. The examples 

include: 

· Project on "Is the extinction of bees useful for humans, 

and should we protect the environment?" 

Students seek information from a variety of sources that 

answer the questions: what is the environment and how can we 

protect it? What are honey and bee products used for? In the 

entrepreneurship classes, a business plan is prepared in order to 

sell the organic bee products and the additional bio cosmetic 

products such as soaps, creams, toothpaste prepared in the 

school chemistry lab.  Moreover, during the e-trade classes 

students will acquire skills in launching an e-shop advertising 

and offering the above-mentioned products. The profit will be 

donated to local charities. Students develop skills in searching, 

selecting, and processing information using ICT and prepare a 

multimedia presentation. Conduct a virtual hive walk, using 

virtual reality goggles viewing the structure of the hive and the 

life of a bee colony. Additionally, videos are filmed and then 

edited and formatted in the ICT lessons, these videos are 

available to anyone who wishes to learn about this topic. Virtual 

reality is a new and rapidly growing technological innovation 

in STEM, available to students in the classroom through free 

apps. Additionally, they develop their personal and 

interpersonal skills such as empathy, and social commitment. 

· Project on "Solar models/panels/placed in the side 

extensions of the innovative hive systems 

Students construct models that are powered by solar energy 

through a photovoltaic that delivers the necessary energy to the 

hive (Fig. 1). In this way, they gain knowledge about alternative 

energy sources, about sunlight and its possibilities to generate 

energy. By practicing STEM science activities, learners study 

the bee colony, combine knowledge of ecology and 

entrepreneurship, mathematics, and technology, in developing 

software code and programming microcontrollers and 

microchips, and this way enhance their educational outcomes. 

Fig. 1 (a) STEM beehive – complete model, (b) digital model of the 

STEM beehive, and (c) photovoltaic system 

 

· Interdisciplinary activities on the bee colony structure 

and the need to construct a hive to optimize the work 

of the beekeeper 

The tasks within the interdisciplinary acuities emphasize on 

the development of skills for: information search and selection; 

teamwork and collaboration; the presentation of the constructed 

prototypes, programming of the sensors and the solar system. 

Didactic technology involves bringing out the main situational 

problems of the life of a bee colony, establishing roles and 

relationships. 

Expected outcomes of the topic are the development of 

analytical and practical-applied skills, through the organization 

of an interactive learning environment in the constructed stem 

center at school. Activities are divided into teams to propose 

solutions. The methods used are: interactive and role-playing 

games, arranging the wooden cham components /puzzle/ to 

visualize the model of the stem hive, visualization with poster 

and group work.  

In the process of teamwork, students develop skills in 

decision-making, sharing, searching for information, presenting 

their solutions, with new technologies.  

Three working teams are formed to play different roles and 

the training takes the form of a role-play. The class is divided 

into three working teams (Team 1, Team 2, and Team 3). In 

each team there are 10 students, divided into 3 groups (A, B and 

C), who take on different roles. 

Team 1 activities - students play the role of the queen bee 

and her dance as they talk about their lives. A student from the 

team tells about their activity using their skills to graphically 

represent the different components of the bee frame in the brood 

box of the beehive. 

Team 2 activity - students take on the role of drones and a 

student from the team plays the role of a drone speaker and talks 

about their activity and the importance of protecting the 

ecosystem.  

Team 3 activity - students play the role of bees constructing 

a STEM hive and those with worker roles talk about their lives 

as a family. A student from the team shares his activity of 

programming the micro controllers and processing the data 

collected from the sensors, emphasizing the importance of 

power through the solar system. 

The results of the study are evaluated according to the 

following criteria: 

Criterion 1 (K1), choice of action option. The indicators for 

this group are understanding of the situation, reasoning and 

selection of 1,2 or 3 solution options in the group; 

Criterion 2 (K2), cooperativeness and teamwork. The 

indicators for this group are efficiency of work, organization, 

good interaction and cooperation, level of self-preparation, 

expressing and justifying their own opinion and choices, 

reaching a common solution. The assessment of the learning 

outcomes of the students included in the groups (A, B and C) is 

carried out at three levels (high, medium, and low) according to 

the defined criteria and indicators.  Figures 1, 2, and 3 present 

data on the results of the individual teams. The first team has 

low work efficiency, is not well-organized and lacks good 

interaction and cooperation, their self-training is at an average 

level (Table 1, Fig. 2). 
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TABLE I 

DATA FOR TEAM 1 

Criteria A Group B Group C Group 

K1 4 0 6 

K2 3 2 5 

 

 

Fig. 2 Graphical representation of Team 1 data 

 

The second team has good work efficiency, well-organized, 

with good interaction and cooperation, their self-training is at 

a good level (Table 2, Fig. 3). 

 
TABLE II 

DATA FOR TEAM 2 

Criteria A Group B Group C Group 

K1 5 2 3 

K2 3 0 7 

 

Fig. 3 Graphical representation of Team 2 data 

 

The third team is highly efficient, well-organized, with 

good interaction and cooperation, their self-training is at a 

very good level (Table 3, Fig. 4). 

 
TABLE III 

DATA FOR TEAM 3 

Criteria A Group B Group C Group 

K1 5 2 3 

K2 2 3 5 

 

Fig. 4 Graphical representation of Team 3 data 

 

Analysis of the results shows that STEM learning, within a 

training company, is an innovative technology based on 

knowledge integration, positively influencing students' 

cognitive and motivational attitudes. This innovative for 

Bulgaria approach stimulates, spurs, and motivates students to 

upgrade knowledge independently and hence to achieve better 

results. Moreover, to increase active participation of students, it 

is important to use forms and methods of work that put the 

student in an active position. Creating a strong link between 

learning and experience leads to better cognitive outcomes. 

Project work and activity-learning situations in extracurricular 

activities of interest, with the application of STEM, meet the 

approval, of students, parents, and educators. 

V.  CONCLUSION 

Initiative and entrepreneurship are important personal 

qualities that every person must possess in order to be 

successful in the current global economic changes. In order to 

succeed in a high-tech, information-based society, students 

must develop their STEM abilities. STEM education is based 

on self-directed learning, using an interdisciplinary approach. 

The practice-oriented entrepreneurship education, within a 

training company, leads to the accumulation of experiences 

both in and outside the classroom environment, stimulating 

students to become active, creative, and enterprising citizens. 

STEM learning within a learning company does not replace 

subject-specific knowledge but complements, develops and 

builds on it. 
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Abstract - The fashion industry's interest in virtuality is linked on 

the one hand to the emotional and immersive possibilities of digital 

resources and the resulting languages, and on the other to the greater 

efficiency that can be achieved throughout the value chain. The 

interaction between digital innovation and deep-rooted manufacturing 

traditions today translates into a paradigm shift for the entire fashion 

industry where, for example, the traditional values of industrial secrecy 

and know-how give way to experimentation in an open as well as 

participatory way, and the complete emancipation of virtual reality 

from actual 'reality'. 

The contribution aims to investigate the theme of digitisation in the 

Italian fashion industry, analysing its opportunities and the criticalities 

that have hindered its diffusion. 

There are two reasons why the most common approach in the fashion 

sector is still analogue: 

- the fashion product lives in close contact with the human 

body, so the sensory perception of materials plays a central 

role in both the use and the design of the product, but current 

technology is not able to restore the sense of touch; 

- volumes are obtained by stitching flat surfaces that once 

assembled, given the flexibility of the material, can assume 

almost infinite configurations. Managing the fit and styling 

of virtual garments involves a wide range of factors, 

including mechanical simulation, collision detection and 

user interface techniques for garment creation. 

 

After briefly reviewing some of the salient historical milestones in the 

resolution of problems related to the digital simulation of deformable 

materials and the user interface for the procedures for the realisation 

of the clothing system, the paper will describe the operation and 

possibilities offered today by the latest generation of specialised 

software. Parametric avatars and digital sartorial approach; drawing 

tools optimised for pattern making; materials both from the point of 

view of simulated physical behaviour and of aesthetic performance, 

tools for checking wearability, renderings, but also tools and 

procedures useful to companies both for dialogue with prototyping 

software and machinery and for managing the archive and the variants 

to be made.  

The article demonstrates how developments in technology and digital 

procedures now make it possible to intervene in different stages of 

design in the fashion industry. An integrated and additive process in 

which the constructed 3D models are usable both in the prototyping 

and communication of physical products and in the possible 

exclusively digital uses of 3D models in the new generation of virtual 

spaces. Mastering such tools requires the acquisition of specific digital 

skills and at the same time traditional skills for the design of the 

clothing system, but the benefits are manifold and applicable to 

different business dimensions. We are only at the beginning of the 

global digital transformation: the emergence of new professional 

figures and design dynamics leaves room for imagination but, in 

addition to applying digital tools to traditional procedures, traditional 
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fashion know-how needs to be transferred into emerging digital 

practices to ensure the continuity of the technical-cultural heritage 

beyond the transformation. 

 

Keywords— Digital fashion, Digital technology and couture, 

Digital fashion communication, 3D Garment simulation. 
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Abstract—Recent advances in AI have made algorithmic trading a 

central role in finance. However, current research and applications are 

disconnected information islands. We propose a generally applicable 

pipeline for designing, programming, and evaluating algorithmic 

trading of stock and crypto tokens. Moreover, we provide comparative 

case studies for four conventional algorithms, including moving 

average crossover, volume-weighted average price, sentiment 

analysis, and statistical arbitrage. Our study offers a systematic way to 

program and compare different trading strategies. Moreover, we 

implement our algorithms by object-oriented programming in 

Python3, which serves as open-source software for future academic 

research and applications. 

 

Keywords—Algorithmic trading, AI for finance, fintech, machine 

learning, moving average crossover, volume weighted average price, 

sentiment analysis, statistical arbitrage, pair trading, machine learning,  
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Abstract— Due to changing societal and economic demands, 

organizational change has become increasingly prevalent in work life. 

While a long time change research has focused on the effects of single 

discrete change-events on different employee outcomes such as job 

satisfaction and organizational commitment, a nascent research stream 

has begun to look into the potential cumulative effects of change in the 

context of continuous intense reforms. This case study of a large 

Belgian public organization aims to add to this growing literature by 

examining how the frequency and diversity of past changes impacts 

employees’ appraisals of an newly introduced change. Twelve hundred 

survey-results were analyzed using standard ordinary least squares 

regression. Results showed a correlation between high past change 

frequency and diversity and a negative appraisal of the new change. 

Implications for practitioners and future research are discussed. 

 

Keywords— change appraisal, change history, organizational 

changes  
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Abstract— Employer-sponsored health insurance (ESI) 

strategic decision-making processes rely on financial analysis to 

guide leadership in choosing plans that will produce optimal 

organizational spending outcomes. These financial decision-making 

methods have not abated ESI costs. Previously unrecognized 

external social determinants, the impact on ESI plan spending, and 

other organizational strategies are emerging and are important 

considerations for organizational decision-makers and change 

management practitioners. The purpose of thisstudy is to examine 

the relationship between the social determinants of health (SDoH), 

employer-sponsored health insurance (ESI) plans, andthe 

unintended consequence of health inequity. A quantitative research 

design using selectemployee records from an existing employer 

human capital management database will be analyzed. Statistical 

regressionmethods will be used to study the relationships between 

certainSDoH (employee income, neighborhood geographic living 

area, and health care access) and health plan utilization, cost, and 

chronic disease prevalence. The discussion will include an 

application of the social gradient of health theory to the study 

findings, organizational transformation through changes in ESI 

decision-making mental models, and the connection of ESI health 

inequity to organizational development and changediversity, equity, 

and inclusion strategies. 

 

Keywords— employer-sponsored health insurance, social 

determinants of health, health inequity, mental models, 

organizational development, organizational change, social gradient 

of health theory. 

 
Dina Fonzone is with the Cabrini University, United States (e-mail: 

df10394@cabrini.edu). 

Dinamarie Fonzone 

Unintended Health Inequity: Using the Relationship 

Between the Social Determinants of Health and 

Employer-Sponsored Health Insurance as a Catalyst 

for Organizational Development and Change 

47



Conference Proceedings, Stockholm Sweden July 12-13, 2022

A novel Multi-Objective Multi-Mode Multi-

Skill mathematical model for Time Cost and 

Quality Trade-off in Project Scheduling 
 

Asina Zabihi1, Anikbakhsh Javadian, Calireza Savari Choulabi, Dmohammadamin Molaei 

Aloucheh 
 

 ; Email:Engineering, Mazandaran University of Science & Technology, Babol, IranDepartment of Industrial  
a

S.zabihi@jpcomplex.com 

 ; Email:Department of Industrial Engineering, Mazandaran University of Science & Technology, Babol, Iran a

nijavadian@ustmb.ac.ir 

 

Management and Economics, Science and Research Branch, Islamic Azad University, Tehran, Department of c 

Iran;  

Email: savarii@jpcomplex.com 

 

;Department of Management and Accounting, Shahid Beheshti University, Tehran, Irand  

Email: Mohammadaminmolaei79@gmail.com 

 

Abstract 

   In this paper, a novel multi-objective multi-mode multi-skilled project scheduling problem 

with a time cost quality trade-off approach is proposed. In this problem, Each Activity can be 

performed in different executing modes, and each mode needs different requirements; 

requirements in this problem are different skills, which should be done by staff. Furthermore, 

staff members have various skills and specialties and can perform different skills in different 

activities. To model this problem, an integer linear programming formulation is proposed to 

optimize concurrently the objectives, including (1) minimizing total project completion time, 

(2) minimizing total salary of the workforce involved in performing activities, and (3) 

maximizing quality of workforce on performing skills of activities. Then Lp metric technique is 

utilized to transform the multi-objective problem to a single objective problem and find the 

optimal solution; thus, the proposed Lp metric model has been solved optimally by GAMS in 

small-sized. Analyzing the results showed that the optimal solution obtained from an Lp metric 

method in small-sized is optimal and reliable. Solving the model has created reasonable and 

feasible solutions for small-sized problems. The proposed model is firmly NP-hard, and bringing 

exact solutions is time-consuming. 

 

Keywords: Multi-skilled project scheduling problem; Multi-mode resource constraint project-

scheduling problem, Time cost quality trade-off problem; Lp metric, 
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1. Introduction  
Over the years, project scheduling has been among the most critical areas in operational 

research applications. During decades from the emergence and application of project 

management knowledge, its concepts, dimensions, and methods are constantly expanding and 

improving. These changes seek to bring the proposed models closer to the real problems in 

today's complex world, which has led to many advances in the science of scheduling 

optimization. 

The resource-constrained project scheduling problem (RCPSP) was first presented by 

Wiest(1962). RCPSP is one of the most practical problems in operations research. In recent 

years, significant advances have expanded its dimensions and accurate and innovative solutions. 

The purpose of presenting the RCPSP is to schedule the activities in the project and determine 

the appropriate sequence of activities so that the Precedence relations between different 

activities in the project are fully considered. Various limitations such as constrained resources 

used in the project Also are fully considered. 

Blazewicz et al.(1983) Showed that the RCPSP is an NP-Hard problem. Since the definition 

of this problem, much research has been done on RCPSP. The study is divided into two parts: 

1) presenting various mathematical models for the RCPSP 2) providing different solution 

methods, including exact, heuristic, and meta-heuristic techniques. 

Shou et al.(2015) proposed an integrated PSO algorithm to solve the RCPSP. They offered 

four different types of answer representations for the PSO algorithm, and for all of them, they 

used a crossover operator to improve the answers. The computational results showed that the 

algorithm they developed to solve the RCPSP has a high ability to provide appropriate solutions. 

Moukrim et al.(2015) proposed a mathematical model for the RCPSP in the condition of a 

preemption. They offered a mathematical model for finding the optimal solution to minimize 

the total project time. They used a branch & price algorithm to solve the real problems presented 

in the literature, and their proposed algorithm was based on the column generation method. The 

computational results indicated the proper performance of the algorithm in solving the sample 

problems presented in the research literature. 

Wang et al.(2021) proposed a bi-objective mathematical model to make the resource transfer 

decisions, aiming to minimize the transfer cost and maximize solution robustness in the presence 

of activity duration variability because transfers of renewable resources between activities 

overall incur certain scheduling costs and affect the robustness of a specific schedule in an 

uncertain environment. They used a novel resource-oriented flow formulation that was different 

from previous literature. An NSGA-II and a Pareto simulated annealing (PSA) algorithm have 

been applied as the solution methodologies. Furthermore, the ε-constraint method was used to 

evaluate the effectiveness of the metaheuristics Algorithms. The results indicated that the 

suggested model and algorithms were applicable and beneficial to the problem in practice. 

In the normal state of the RCPSP, it is assumed that each activity can only be performed in a 

specific mode, while in the real world, each activity can be performed in more than one mode 

and selectively. Thus, defining a multi-mode resource constraint project-scheduling problem 

(MMRCPSP) in a project is selecting a mode to perform each activity (executing mode) and 

determining each activity's start and finish time so that resource constraints and Precedence 

relations are regarded, and the project’s duration is minimized. 

Afshar-Nadjafi et al.(2014) developed a mixed-integer programming model for the 

MMRCPSP in the condition of the preemption in activities; the objective was to minimize 

renewable/nonrenewable resource costs and earliness-tardiness costs by a given project deadline 

and due dates for activities. They proposed a genetic algorithm (GA) to solve the problem. To 

evaluate the quality of the proposed algorithm, 120 test problems were used. Comparative 
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statistical results reveal that the proposed GA was efficient and effective in terms of the objective 

function and computational times. 

Yuan et al.(2021) formulated a prefabricated building (PB) construction resource-constrained 

project scheduling with the multi-objective multi-mode optimization model, focusing on the 

uncertainty of the execution of activity's duration. They used the interval value of the execution 

time to express it through fuzzy theory and consider the multiple objectives, including time-

based profit and cost-based profit. They also proposed a hybrid cooperative co-evolution 

algorithm (HCOEA) to obtain the highly robust project scheduling and reduce the uncertainty 

of the execution time of the overall project. They design HCOEA with multi-stage 

representation for the activity sequencing and the resource allocation, further improving the 

search efficiency. Finally, benchmarks and datasets with fuzzy processing time were adopted to 

test their HCOEA. Computational results showed that the HCOEA performed better than the 

existing state-of-the-art methods. 

Time cost and quality are three critical factors in planning and controlling construction 

projects. The project's time, cost, and quality are determined by the project activities' time, cost, 

and quality. On the other hand, these criteria for each of the activities in the project network 

depend on its executing mode. Getting these factors in balance, which minimizes the project 

duration, the total project cost, and maximizes the total quality, could define the success of a 

construction project. Usually, using more effective execution techniques will reduce the 

completion time of an activity, but we will have to pay more for using more efficient resources 

and technologies. Generally, more inexpensive resources or technologies lead to an increase in 

the duration of activities and thus an increase in the entire project's duration. Utilizing resources 

with greater productivity and efficiency or more advanced technologies will save project time 

and increase the project's direct cost. Simultaneous reduction of time and cost may also lead to 

reduced quality of projects. Finding an optimal solution to the Time cost quality trade-off 

problem (TCQTP) includes determining the optimal execution modes for all the activities that 

make up the project. An optimal combination of time, cost, and quality for all activities is 

created. As a result, the main target in TCQTP is to allocate limited resources to activities with 

respecting Precedence relations to achieve the predetermined goals, such as minimizing the 

project’s completion time, minimizing the project’s total cost, and maximizing the project’s 

overall quality. 

Afruzi et al.(2013) presented a multi-objective mathematical model for TCQTP. They 

assumed that the resources required for each activity mode were different, and each activity 

could be considered normal or preemptive. They used a meta-heuristic algorithm called the 

adjusted fuzzy dominance genetic algorithm to solve the problem. To evaluate the performance 

of the proposed multi-objective meta-heuristic algorithm, it was compared with four well-known 

algorithms; NSGAII, NRGA, PAES, MOIWO. The obtained results showed the effectiveness 

of the proposed algorithm. 

Monghasemi et al.(2015) presented a mathematical model combining multi-objective 

optimization problems and multi-criteria decision-making methods to model the TCQTP. They 

used Shannon's entropy technique to weigh the objectives of the problem. They used a multi-

objective algorithm combining NSGA-II and MOGA to solve the proposed model. The results 

showed that the integrated algorithm has a lower solution time than the NSGA-II and MOGA 

algorithms. 

Nguyen et al.(2022) Utilized fuzzy logic to model the uncertainty embedding α-cut approach 

to see the effect of the uncertainty on the time, cost, and quality of the project. Then multi-

objective Symbiotic Organism Search (SOS) algorithm was applied to find a set of the optimal 

solution in different uncertainty levels and provide the project manager several possible actions 

to implement the project. Some numerical case studies were analyzed to find the model's 

effectiveness and capability to solve the TCQTP in the construction project. The results 
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illustrated that the proposed model was powerful to find the solution for the shortest project 

duration with minimum incurred cost and high overall quality in the construction project. 

Compared to the other widely used methods and other algorithms, the proposed model was 

proven effective and competitive in solving the TCQTP. 

Sharma et al.(2022) proposed an NSGAII based TCQT optimization model for project 

scheduling. They assumed that each project activity had different alternatives accompanied by 

other times, costs, and impact on the entire project quality. The main objective was to 

quantitatively estimate the project's quality and determine the optimal combinations of activities 

alternatives while minimizing the time cost and maximizing the entire project quality. A 

pairwise comparison-based analytical hierarchy process (AHP) was employed to determine the 

relative weight of activities and quality indicators of the project. The developed model was 

utilized for a case study project; Results of the case study project demonstrated the efficiency of 

the proposed model in simultaneous optimization of time, cost, and quality of the project.  

 

2. Multi-skill project scheduling problem 
 

The Multi-Skill Project Scheduling problem (MSPSP) was first proposed by Néron(2002). He 

combined the classic RCPSP with the Multi-Purpose Machine (MPM) model to provide a model 

that minimizes project completion time. 

MSPSP is an extended model of the MMRCPSP problem. The main difference between the 

MSPSP problem and the RCPSP problem or the MMRCPSP problem is considered in the 

resources and the method of defining the requirement of each resource. In this problem, the 

resources are the staff members assigned to the project. The method of using these resources is 

determined based on the skills of each of them during the project. Therefore, in this type of 

problem, each human resource has a set of skills, and each activity needs a set of skills to be 

performed. In MSPSP, the skills of staff and the needs of each activity to different skills are 

defined and specified. By this definition, staff members assigned to each activity are a subset of 

individuals who can meet the skill needs of that activity. The large number of modes for each 

activity to be performed is rooted due to the ability of each member to do different skills in 

activities. If in MSPSP all members (resources) have only one skill, we are dealing with the 

same classic RCPSP model. MSPSP is the case for various disciplines, including construction, 

IT projects, healthcare, and process systems. 

Montoya et al.(2014) proposed a mathematical model that combines the RCPSP problem with 

the MPM problem. The purpose of presenting this model was to find the optimal schedule of 

activities to minimize the completion time of the whole project. They assumed that the resources 

used in this project were human resources with different skills. Therefore, to perform any 

required skill in each activity, some staff must be allocated to that activity. They proposed a new 

method that combines the column generation approach with the Branch & Price algorithm to 

solve this problem. The computational results showed that the new method used to solve the 

proposed model could obtain the optimal global solution of the model in small and medium 

sizes in a reasonable time. 

Shahnazari-Shahrezaei et al.(2017) proposed a particular type of MSPSP called Multi-

Objective Multi-Skilled Project Scheduling Problem (MOMSPSP), which incorporated some 

new objectives in the MSPSP and developed a multi-objective mixed-integer non-linear 

programming (MINLP) model. The model was exactly solved for small-sized instances using a 

CPLEX solver. Differential Evolution (DE) and Particle Swarm Optimization (PSO) based 

meta-heuristic algorithms were utilized to solve such an NP-hard problem for medium and large-

sized instances. To evaluate the performance of the propounded algorithms, results were 

compared with each other and the optimal solution obtained by the CPLEX solver for small-

sized instances. Finally, the designed DE algorithm was explored as the superior proposed 

algorithm for solving the proposed MOMSPSP in terms of some performance metrics. 
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Zabihi et al.(2019) proposed a novel multi-objective multi-skilled project scheduling problem 

that the aims of the model were minimizing the total salary of the workforce involved in 

performing activities, minimizing total completion time of activities, and maximizing the 

workforce's efficiency on performing skills of activities by non-linear learning curve function. 

They proposed two hybrid TLBO based algorithms inspired by the multi-objective concept of 

the MOPSO and MOIWO algorithms to solve the model. The results showed that the 

MOPTLBO algorithm had better performance in terms of the MID, while the NSGA-II 

algorithm was the best in terms of the SNS metric. Furthermore, the FSTLBO algorithm was 

best for the MS, and Spacing mean. The results showed that the proposed hybrid FSTLBO 

algorithm had a better overall performance on solving various instances. 

Polo‐Mejía et al.(2021) dealt with a new variant of MSPSP with respecting partial 

preemption, in which only a subset of resources can be released during the preemption periods. 

They proposed a series of heuristic algorithms to solve instances arising from an industrial 

application. Therefore, they presented a serial greedy algorithm based on priority rules and a 

flow problem for resource allocation. They introduced a binary tree-based search algorithm and 

a greedy randomized adaptive search procedure (GRASP) to improve the solutions of the greedy 

algorithm. Finally, they proposed an extensive neighborhood search (LNS) algorithm 

integrating exact and heuristic methods. The best solution quality and execution time results 

were obtained by combining the GRASP algorithm and LNS approach. 

Afshar-Nadjafi(2021) reviewed and surveyed the literature on scheduling problems under 

multi-skilled and flexible resources. The paper's primary purpose was to help researchers and 

scholars enter the multi-skilling experience with a comprehensive overview of existing models 

and methods and identify new research directions. He reviewed and classified 160 articles 

published from 2000 to 2020 based on the objective functions, the mathematical modeling, the 

solving methodologies, and the potential applications. The results showed that the main focus 

of the existing research in this field had been allocated to project scheduling problems (53.12%), 

mixed integer programming models (54.2%) and meta-heuristics (28.7%) as solving method, 

cost (39.4%) as a single objective model (68.6%), and deterministic condition for parameters 

(85.5%) on the top. It also showed that 68.8% of research regarded a single objective, of which 

13.8% and 17.6% of the study have developed models with two and more objectives, 

respectively.  

After reviewing research in RCPSP, MMRCPSP, TCQTP, and MSPSP, a novel mathematical 

model for combining TCQTP, MMRCPSP, and MSPSP when project dealing only with staff 

resources will be presented, which in turn is new. 

3. Model description 
  

This section first presents and formulates the mathematical model for MOMMMSPSP, 

indices, parameters, and decision variables. Afterward, a mathematical model for the related 

MOMMMSPSP regarding the following assumptions is defined. 

Herein, a novel three objective model is proposed to: 

• Determine workforce assigned to skills of each activity 

• Determine the best possible starting times of all activities 

• Determine the best mode of each activity 
 

Herein, an integer linear programming formulation is presented to formulate the problem. The 

proposed model aimed to optimize three different conflicting objectives, including 1) 

minimizing the project’s total completion time, 2) maximizing the project’s total quality, and 3) 

minimizing the project’s total cost. In the following, the major underlying assumptions of the 

model, indices, parameters, decision variables, and the mathematical model are presented.  
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3.1 The most significant assumptions: 

• The project's network is defined as an AON network. 

• Activities are indexed in a topological form. 

• All the required resources are workforce and are always available. 

• Performing each activity needs several skills. 

• Each workforce has various skills (either has a specialty or does not) 

• All the execution times are considered integer. 

• Each activity execution’s time is an integer, depending on its selective executing mode. 

• Activities’ setup times and time of assigning resources to the activities are ignorable. 

• Interrupting activities during their execution is not allowed (preemption is not allowed). 

• Each activity must be performed under one mode during its execution from its potential 

executing modes, and each mode has its unique duration time and requirement. 

• Each workforce performs each skill by defined cost and quality. 

• Each workforce cannot perform more than one activity simultaneously. 

• Each workforce can be allocated to different activities if those activities are not executed 

concurrently. 

• All allocated staff to different skills in an activity must start and finish that skills 

simultaneously. 

• Performing skills of each activity need several predefined numbers of workforces 

(depending on its executing mode). 

• The workforce allocated to each activity should be assigned to particular predefined 

skills, and their job should be finished in a specific time. 

• The project's total quality is calculated as the weighted average quality of all the staff 

involved in performing the project’s different skills. 

• All the staff salary via their assignment in activities calculates the project’s total cost. 
 

3.2. Notations 

Indices and sets 

n         The index of the last activity 

1A        The start node of the project 

nA        The end node of the project 

K        number of skills. 

M       number of executing mode. 

S        number of staff members. 

�� ,    i∈ {1..., n} set of not preemptive activities of the project. 

�� ,    k∈ {1..., K} set of skills. 

�� ,   m∈ {1..., M} set of modes for performing activities. 

�	 ,     s∈ {1... S} set of staff members. 

G: the project graph defined by (A: activity, E: precedence relation, P: duration). 

 (��. ��) ∈ � If there exists a precedence relation between ��  and��  ; 

Parameters 
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���: Duration of activity �� in mode m, i ∈ {1..., n} and m∈ {1..., M}. 

t ∈ {0, 1... Tmax}: Starting time of project’s activities;  ���� = ∑ ��� (��� . ��� . … . ���)�
���  

��: Weight of activity �� ,∑ �� = 1�
��� . 

!	�: Salary of staff Rs for executing skill Ek per day. 

"	�: Quality of performing skill Ek by staff Rs in the project; [0, 1]. 

b imk: number of required resources for performing skill the �� during the execution of 

activity ��  in mode ��. 

    #	� =1, if staff member Rs can perform skill  ��; 0, otherwise. 

 

Decision Binary Variables 

im
v    1, if activity i is done in executing mode m; 0 otherwise. 

imst
x  1, if staff member s begins to work for activity i in mode m at time t; 0, otherwise. 

imsk
y  1, if staff member s assigned to activity i in mode m at skill k; 0, otherwise.  

 

3.3. The proposed mathematical formulation 
 

The developed MOMMMSPSP is now formulated as a multi-objective integer linear 

programming model: 
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The first objective function in Equation (1) minimizes the project’s total completion time. The 

second objective function in Equation (2) minimizes the total amount of salaries that should be 

paid for the workforce involved in performing the project’s various skills in activities. The third 

objective function in Equation (3) aimed to maximize the project’s total quality, defined as the 

weighted average quality of the workforces allocated to the activities’ different skills. Equation 

(4) ensures that each project activity can only be executed in one mode. Equation (5) considers
 

precedence relations (activity i is the precedent for activity j). Equation (6) guarantees this 

principle that staff s at time t can start working on activity i in mode m provided that activity i 

is specified to perform in mode m. Equation (7) enforces that Staff s with skill k can be assigned 

to activity i in mode m provided that activity i is determined to perform in mode m. Equation (8) 

guarantees that one staff member can be allocated to a maximum of one activity at a time t in 

the project. Inequality (9) ensures that the entire workforce given for various skills of each 

activity should concurrently start their job. Equation (10) implies that each workforce assigned 

to each skill of the activity must be able to perform that skill. Equation (11) guarantees that the 

total number of staff members assigned to each activity equals the number of staff members 

with diverse specialties at different skills required for executing that activity. Equation (12) 

ensures that the total number of staff members at a specific skill allocated to one activity must 

be equal to the number of staff members required at the considered skill of that activity. Equation 

(13) guarantees the non-preemptive assignment of workforces to the skills of each activity. In 

other words, the workforce assigned to a predefined skill cannot be released until the skill is 

thoroughly performed. Equality (14) describes that if a staff member is assigned to an activity, 

they should start working on it at only a one-time and must be allocated to one required skill. 

Equation (15) ensures that any staff with any skill in any activity can be assigned in a maximum 

of one executive mode. Equation (16) provides that any staff member can start work from the 

project time horizon in any activity in a maximum of one executable mode. Set of Constraint 

(17) determines that all decision variables used in the model are binary. 
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 4. Solution procedure 
 

One of the most valuable techniques for dealing with multi-objective optimization problems 

is transforming a multi-objective model into a single one. Since the MOMMMSPSP model is a 

multi-objective, integer linear programming model where objective functions are entirely 

inconsistent, we use Deb(2014) Lp metric method. According to this method, a multi-objective 

problem is solved by respecting each objective function separately. Then a single objective is 

reformulated, which aims to minimize the sum over the normalized difference between each 

objective and corresponding optimum value. 

Our proposed model assumes that three objective functions are Z1, Z2, and Z3. Based on the 

Lp metric method, the model should be solved separately for these three objective functions. 

Then the optimal values for these three objectives are Z1
*, Z2

*, Z3
*. Now, the Lp metric’s 

objective function can be formulated as Equation (18):  

4

2
* 2* *

3 31 1 2 2

* * *

1 2 3

1
22

M inL
Z ZZ Z Z

P
Z

Z Z ZZ
      −− − 

= = + +     
       

 (18) 

Using Lp metric, objective function, and respecting the MOMMMSPSP model’s constraints, 

we transformed the three objective functions given in Equation (1) – (3) into a single Equation 

(18) which is integer non-linear programming model; therefore, GAMS software (BARON 

solver) can efficiently solve this integer non-linear programming, and the optimum point will 

be gain. 

5. Computational results 
 

5.1. Case description (Illustrative numerical sample)  

GAMS software was run on a PC with Intel_Core i7 CPU with 8 GB RAM to solve a 

numerical small-sized sample to verify the proposed mathematical model and illustrate the 

model's performance. The sample was solved in a computational time equal to 6 minutes and 25 

seconds. The sample includes six activities, four staff members, three specialties, and three 

executing modes. In Figure 1, the precedence network of the project has been depicted. Table 1 

shows the number of staff members with specific specialties required for executing each activity 

at each mode. For example, activity A3 needs two staff members with skill3 and one with skill1 

in mode3 with a processing time of 8 days. 

 

 
Figure 1. Precedence network of the illustrative example 

 

TABLE 1 
The number of staff members with different specialties required for executing each activity to varying skills in each mode and weight of each 

activity for the illustrative example 

Activity predecessor W i 
O 1 O 2 O 3 

p im E1 E2 E3 p im E1 E2 E3 p im E1 E2 E3 

1A  _  0.25 10 0 1 0 7 0 1 1 5 1 1 1 
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2A 1A  0.20 5 1 0 0 4 1 0 1 3 1 1 1 

3A 1A  0.20 15 1 0 1 12 1 1 1 8 1 0 2 

4A 3A ,2A  0.15 5 0 0 1 4 0 0 1 2 0 1 1 

5A 3A  0.10 10 1 0 1 8 1 0 1 4 1 1 1 

6A 5, A4A 0.10 5 0 0 1 3 0 0 1 3 0 1 1 

 

In Table 2, the capability of each staff member to do skills is given. Table 3 shows the quality 

of performing each skill by each staff member in the project. Table 4 illustrates the salary cost 

of executing skills by staff members in each activity per day. 
 

TABLE 2 

The ability of each staff member to do a specialty in the illustrative example  

r (s, k) E1  E2 E3 

R1 1  0 1 

R2 1  1 0 

R3 1  0 1 

R4 0  1 1 

 
TABLE 3 

Quality of doing each skill by each staff in each activity  
 

q (s, k) E1 E2 E3 

R1 0.9 0 0.5 

R2 0.7 0.6 0 

R3 0.9 0 0.5 

R4 0 0.7 0.5 

 
TABLE 4 

Salary of performing skills by each staff per working day 

c (s, k) E1 E2 E3 

R1 5 0 3 

R2 5 4 0 

R3 5 0 3 

R4 0 5 4 

 

5.2. Computational Results of multi-objective solution and Lp metric method 
 

In table5, the presented multi-objective model for the MOMMMSPSP is solved by GAMS 

software, and Optimal values for these three objective functions are obtained as Z1
*, Z2

*, Z3
*.  

Table 5  

The values obtained for three objective functions by GAMS   
*

1Z 20 
*

2Z  224 

*
3Z 0.715 

According to the Lp metric method, a multi-objective problem converts to a single objective 

problem, aiming to minimize the sum over the normalized difference between each objective 

and corresponding optimal value. In table6, the Lp metric transformed objective function 

considering the MOMMMSPSP model’s constraints are solved by GAMS, and values for 

variables are shown. For example, activity A5 was executed in mode O3 in four days, staff R1 

performed skill E1, staff R2 performed skill E2, and staff R4 performed skill E3. 
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Table 6 

metric pLsingle objective functions by  viavalues obtained  variables The 
 

Activity 
Executing 

mode 
start 

Assigned staffs 

R1 R2 R3 R4 

1A  3 O  0 E3 E2 E1 - 

2A 1 O  5 - - E1 - 

3A 3 O  5 E3 E1 - E3 

4A 2 O  13 - - E3 - 

5A 3 O  13 E1 E2 - E3 

6A 2 O 17 E3 - - - 
 

In Figure 2, the obtained scheduling solution, including the assignment of each staff member 

to each activity at each skill, starting and finishing times of each activity is represented. 
            

1R  
  

 
  

 
 

 
  

2R 
  

 
    

 
   

3R 
  

 
     

 
  

4R   
 

   
 

    
 

 

          

 2  4          6 8 10 12 14 16 18 20 t  
Figure 2. Gantt chart of staff member assignment and scheduling activities for the illustrative example 

       

 As seen in the Gantt chart depicted in Figure 2, activity A1 started at time 0 and finished at 

time 5, three staff members, including R1 assigned to skill �$ , R2 assigned to skill ��, and R3 

assigned to skill ��. Similarly, the assignment of the other staff members can be interpreted. 

Considering the staff members' assignment due to executing the project activities as depicted in 

Figure 2, it could be concluded that all model constraints, including Equations (4)-(17), are 

respected. In addition, given the optimal scheduling solution obtained by the GAMS and its 

display in the Gantt chart, it is perceived that the assignment of staff members to project 

activities exactly follows the problem assumptions with no violation of model constraints.   

6. Conclusion 
A novel multi-objective multi-mode multi-skilled project scheduling problem with a time cost 

quality trade-off approach is proposed in this paper. An integer linear programming formulation 

is propounded for modeling the problem to concurrently optimize the objectives, including (1) 

minimizing total project completion time, (2) minimizing total salary of the workforce involved 

in performing activities, and (3) maximizing quality of workforce on performing skills of 

activities. Then Lp metric technique is utilized to find the optimal solution; thus, the proposed 

model has been solved optimally by GAMS in small-sized. Analyzing the results achieved 

solving the problem in different sizes draw the following conclusions : 

1) Solving the developed mathematical model has created reasonable and feasible 

solutions for small-sized problems . 

 

2) The optimal solution obtained from solving a mathematical model that was transformed 

to an Lp metric method in small-sized is optimal, reliable also proposed model is firmly 

NP-hard, and bringing exact solutions is time-consuming. 

 

A future extension of this paper is to: 

�� . �� 

�� . �� 

�� . �$ 

�� . �� 

�$ . �$ 

�$ . �� 

�$ . �$ 

�% . �$ 

�& . �� 

�& . �� 

�& . �$ 

�' . �$ 
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• A researcher can utilize efficient lower bounds resulting from exact methods for solving 

the developed MOMMMSPSP, leading to better solutions. 

 

• A researcher can apply the presented model for a real situation by utilizing developed 

heuristic and meta-heuristic algorithms to solve the problem. 

 

• A researcher can consider the model's parameters and variables as fuzzy numbers and 

develop the model. 
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Abstract - The purpose of the study is to 
develop and validate integrated literature-

based JIT, TQM, TPM, SCM and LSS 

framework through a combination of the 

PDCA cycle and DMAIC methodology. The 

study adopted a mixed research approach. 

Accordingly, the qualitative study employed 

to develop the framework is based on 

identifying the uniqueness and common 

practices of JIT, TQM, TPM, SCM and LSS 

initiatives, the existing practice of the 

integration, identifying the existing gaps in 

the framework and practices, developing 

new integrated JIT, TQM, TPM, SCM and 

LSS practice framework. Previous very few 

studies of the uniqueness and common 

practices of the five initiatives are preserved. 

Whereas the quantitative study working to 

validate the framework is based on empirical 

analysis of the self-administered 

questionnaire using a statistical package for 

social science. A combination of the PDCA 

cycle and DMAIC methodology stand 

integrated CI framework is developed. The 

proposed framework is constructed as a 

project-based framework with five detailed 

implementation phases. Besides, the 

empirical analysis demonstrated that the 

proposed framework is valuable if adopted 

and implemented correctly. So far, there is 

no study proposed & validated the integrated 

CI framework within the scope of the study. 

Therefore, this is the earliest study that 

proposed and validated the framework for 

manufacturing industries. The proposed 

framework is applicable to manufacturing 

industries and can assist in achieving 

competitive advantages when the 

manufacturing industries, institutions and 

government offer unconditional efforts in 

implementing the full contents of the 

framework. 

Key words - integrated continuous improvement 

framework, just in time, total quality 

management, total productive maintenance, 

supply chain management, lean six sigma 

INTRODUCTION 

     Continuous Improvement (CI) has long been 

adopted by many successful companies just to 

drive out wastes and variations so as to enhance 

process performance. The literature on this 

concept becomes so crowded with large 

numbers of definitions. These definitions are 

categorizing into two, broader and narrower. 

The broader definition of CI, it encompasses 

production and quality management 

methodologies to achieve organizational 

excellence [1], [2]. Second is the narrower 

definition, which is an improvement of the 

workplace (“gemba”) derived based on the 

proposals from the workers on the basis of a 

QCC and a suggestion system [3].  

       Hence, for the purpose of this study, the 

broader definition of CI is adapted and refers to 

Just in Time (JIT), Total Quality Management 

(TQM), Total Productive Maintenance (TPM), 
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Supply Chain Management (SCM), and Lean 

Six Sigma (LSS). For example, JIT concentrates 

on continuously reducing and ultimately 

eliminating all forms of waste through 

maintaining speed of producing and delivering 

the right parts, in the right amount, at the right 

time using the minimum necessary resources [4]. 

TQM primarily addresses product improvement 

and customer satisfaction through application of 

quality principles to all facets of an organization 

[5]. TPM principally emphasizes improvement 

of the production facility, machinery, and 

equipment [6]. SCM refers to the management 

of a network of interconnected businesses 

process involved in the provision of product and 

service packages required by the end 

customers in a supply chain process [7]; LSS is a 

business strategy and methodology that 

increases process performance resulting in 

enhanced customer satisfaction and improved 

bottom-line results [8].  

     So that, from this perspective, synthesizing 

these CI initiatives into an integrated framework 

results in the combination of the best of the five 

programs as the latest generation improvement 

system which integrates human and technical 

elements into a programme that links and 

sequences improvement tools to an overall 

approach for industrial performance and 

business growth [9]. This integration is known 

as Integrated Continuous Improvement 

Framework (ICIF) with the category of 

implementation framework.  

      Despite few ICIF have been proposed with 

the trend of Plan-Do-Check-Act (PDCA) cycle , 

for example, integration of JIT and TQM [5], 

[10], [11]); integration of JIT, TQM, TPM and 

SCM [9]; integration of Lean and Six Sigma 

[12], [13]; integration of JIT, TQM and SCM 

[7]; integration of LSS, Six Sigma and TQM 

[13]; integration of JIT, TQM and TPM [4]; 

integration of TPS, TQM and TPM [14]; 

integration of JIT, TQM and LSS [15], several 

authors [4], [13], [14]) argue that there is very 

limited literature on developing and validating 

integration of CI methods with methods in 

relation to a specific framework. The researchers 

also agree with authors and even there is no 

previous study proposing and validating ICIF for 

joint implementation of JIT, TQM, TPM, SCM 

and LSS practices with the trend of combination 

of PDCA cycle and DMAIC (Define, Measure, 

Analyze, Improve and Control) methodology. 

Thus, this research aims and attempted to fill 

this gap by developing and validating the 

integrated CI framework with the focus of JIT, 

TQM, TPM, SCM and LSS practices which is 

vital for manufacturing industries excellence.  

     The researchers have, therefore, focused on 

manufacturing industries with a view to 

determine the following two research questions: 

RQ1. What is the integrated continuous 

improvement framework that can be used to 

enhance the competitiveness of manufacturing 

industries? RQ2. How is the perceived level of 

the practicability of the proposed framework in 

the Ethiopian manufacturing industries? 

      Based on it, this research will present 

developed implementation framework and 

empirical evidence showed the practicability of 

developed implementation framework. 

Undoubtedly, this research contributes an 

inclusive review and empirical evidence on 

continuous improvement approaches principally 

concentrating on JIT, TQM, TPM, SCM, LSS, 

PDCA cycle, DMAIC methodology, 

relationships and integration systems of the five 

initiatives. The research in keeping with 

detecting both theoretical and empirical 

literature gaps. 

 

I. METHODOLOGY – 

RESEARCH 

FRAMEWORK, 

DESIGN AND 

APPROACH 
A. Research Framework  
      As stated in the introduction, this study 

interests on developing and validating integrated 
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CI framework with the focus of JIT, TQM, 

TPM, SCM and LSS practices from various 

previous studies. Based on conducting extensive 

literature review, the study identified and 

adapted unique practices, common success 

factors, implementation procedure and potential 

motivations from [4], [5], [7], [10], [11], [13], 

[14], [15], [16], [17], [18]. Thus, the study 

developed conceptual framework (Figure 1) to 

demonstrate the application of integrated 

continuous improvement framework in 

regarding to unique practices, common success 

factors and implementation procedure that 

enable in achieving manufacturing industries 

competitiveness in relation to potential 

motivations of operational, innovation and 

business results. 

 

 

 

 

 
 

 

Fig.1 Conceptual framework (the researchers) 

 

B. Research Design      

      The study adopted both an inductive and 

deductive approach, and its goal is to report how 

competitiveness could be achieved through 

implementation of an integrated framework 

which develops based on qualitative research 

and validated through quantitative research. The 

manufacturing industries currently implementing 

CI initiatives are considered as the population of 

this study. The sampling selection of this 

research is non-probability sampling and 

purposive sampling. The managers from multi-

departments of manufacturing industries 

including Quality, Production/Operations, 

Product Development Center, Supply & 

Procurement, Sales & Marketing, Human 

Resources and Finance are the target population 

that has been chosen for the questionnaire 

survey. The numbers of participants involved in 

this study is fair-enough to provide adequate 

feedback to develop and validate the proposed 

framework, where the percentage of the 

participants in the questionnaire is relatively 

high and acceptable [19]. Since the study is 

targeted on investigation of the practicability of 

the integrated CI framework, then collection of 

primary data were obligatory. Accordingly, data 

were collected through self-administered 

questionnaire which contains eight questions in 

relation to the proposed framework and twenty 

one questions in regarding to the stages of the 

proposed framework (i.e. implementation 

procedure).   

C. Research Approach 

      The approach of this research follows seven 

ways in addressing development and validation 

of integrated continuous improvement 

framework (Figure 2). The first is explanation of 

problems relating to the existing integrated CI 

framework and the methodology used to 

implement the integrated framework, and 

consequently stating the research questions and 

main research purposes; the second is 

conducting the literature review and it explains 

the CI programs, unique and common factors of 

CI programs; the third approach is identifying 

and explaining the existing integration approach 

and gaps in all aspects of the integrated CI 

practices; the fourth approach is development of 

the ground-breaking integrated framework; the 

fifth approach is validation of the proposed 

framework (FW) by employing reliability and 

validity analysis, and descriptive analysis of the 

proposed framework and implementation 

procedure; the sixth approach is describing the 

conclusion and recommendations based on the 

findings of this study and similarly the final 

(seventh) approach is describing the implications 

of the developed framework in theoretical and 

managerial perspectives. Thus, the study is 

mixed, both quantitative and qualitative pattern 

analysis to develop and validate the framework 

which is potential opportunity for manufacturing 

industries performance improvement. Moreover, 

the study has presented the analytical results in 

the forms of tables and charts. 

Integrated CI Framework 

- Unique practices 

- Common success factors 

- Implementation procedure 

 Key Competitiveness Indicators 

(Potential Motivations)  

- Operational results 

- Innovation results 

- Business results 

   

Application 
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Fig. 2 Research methodology framework (the researchers)  

 

II. THE LITERATURE 

REVIEW OF 

THEORETICAL 

BACKGROUND OF 

CONTINUOUS 

IMPROVEMENT 
 

A. Continuous Improvement Programs 

     Several authors revealed that CI could be 

achieved through practice of various methods, 

tools and techniques individually or in an 

integration approach which can facilitate the 

competitiveness of the organizations. The most 

widely applied CI programs are: Lean 

management [20], Six Sigma [13], Lean Six 

Sigma [12], [13], JIT and TQM [4], [5], [7], 

[11], [15], SCM [7], TPM [4], [14] to mention 

few of them. The existing literature 

demonstrates that none of the above mentioned 

CI initiatives is capable of solving all of the 

performance issues for organizations when 

implemented alone, however, an integrated 

approach become the new effective 

methodology in terms of attaining high-quality 

performance and sustainable improvements [13], 

[21], [22]. 

      Moreover, the current literature provides 

integration of four CI programs (i.e. JIT, TQM, 

TPM and SCM) [9]. So that, in order to 

contribute new knowledge to the existing and 

next generation, this study integrated LSS with 

the other CI programs of JIT, TQM, TPM and 

SCM. Several authors agree that the selected CI 

programs have potential tools to create 

competitive advantage and improve global 

competitiveness of manufacturing industries [9], 

[13]. The differences and similarities between 

these selected CI methods is presented in Table 

1 below. 

Literature review on CI initiatives of JIT, 

TQM, TPM, SCM & LSS 
Existing integration 

approach in CI, 

identification of gaps 

and suggesting 

additional practices   

Development of 

Integrated CI 

implementation 

framework 

Continuo

us 

Improve

ment 

Programs  

Unique 

practices 

of CI 

programs 

Common 

success 

factors of 

CI 

programs 

Problem 

justification, 

research questions & 

objectives 

formulation 

Conclusion & 

recommendati

ons 

Implications, 

limitations & 

future research 

agenda   

Validation of the proposed FW 

 
Integrity data 

analysis 

(Reliability & 

validity) 

Descr

iptive 

analy

sis  
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TABLE I 

THE DIFFERENCES AND SIMILARITIES BETWEEN CI METHODS (COMPILED BY THE 

RESEARCHERS FROM [23], [24]) 
Concepts  JIT Six-Sigma  Lean 

management   

Lean Six 

Sigma 

TQM TPM SCM 

Origin  Toyota 

Motor Corp. 

in 1950s 

The origin is a 

quality 

evaluation by 

Japanese 

practitioners. 

However, 

developed by 

Motorola & 

dispersed by 

General 

Electric in the 

US  

The origin is 

quality 

evaluation by 

Japanese 

practitioners 

and Toyota  

In 1986 in the 

US based 

George group 

The origin is 

the evaluation 

of quality by 

Japanese 

practitioners 

M/s Nippon 

Denso Co. 

Ltd. of Japan 

when the 

buyer-

supplier 

understood 

the benefits 

that a 

cooperative 

relationship 

offers in 

1980s 

Theory  

(Aim)  

Achieve zero 

defects, zero 

queues, zero 

inventories, 

zero 

breakdown 

and so on 

Reducing the 

defects to less 

than 3.4 

DPMO by 

decreasing the 

process 

variation using 

effective 

methodologies  

Eliminating 

the waste in 

the process 

through 

flowing the 

product 

based on the 

customer 

demand  

Eliminating 

waste and 

reducing the 

defects and 

variations in 

organization’s 

processes 

Focusing on 

satisfying the 

internal and 

external 

customers by 

armed the 

employees 

with QM tools 

and 

methodologies 

to achieve 

customer 

satisfaction.  

Maximizing 

equipment 

effectiveness, 

and  

Achieve zero 

accidents, 

zero defects 

and zero 

breakdowns.  

Improving 

long-term 

performance 

of the 

individual 

companies 

and the 

supply 

chain as a 

whole 

Process  

(Concept)  

Focusing on 

improving 

the flow in 

the process 

and 

removing all 

kind of waste 

Focusing on 

reducing the 

process 

variation and 

improve 

processes  

Focusing on 

improving 

the flow in 

the process 

and 

removing all 

kind of waste  

Focusing on 

reducing the 

defect and 

process 

variation, and 

improve 

processes 

Focusing on 

the 

improvement 

by organizing 

the process to 

produce the 

customer 

satisfaction.  

Focusing on 

equipment 

assets 

management  

Focusing on 

the entire 

SC starting 

from 

upstream to 

downstream 

process. 

Approach  Systematic, 

based on 

planning 

monitoring 

controlling 

and 

improvement 

(Project 

management) 

Systematic, 

based on 

planning 

monitoring 

controlling and 

improvement 

(Project 

management)  

Systematic, 

based on 

planning 

monitoring 

controlling 

and 

improvement 

(Project 

management)  

Systematic, 

based on 

planning 

monitoring 

controlling 

and 

improvement 

(Project 

management) 

Employee’s 

commitment 

with the target 

of the 

organization.  

Employee’s 

commitment 

with the 

target of the 

organization 

Supplier’s 

commitment 

with the 

target of the 

organization 

Methodologies  PDCA cycle (DMAIC 

Phases for 

process 

improvement) 

and (DMADV 

for developing 

new product 

Pull system 

(based on the 

customer 

demand) 

evaluating by 

value stream 

mapping, 

PDCA cycle, 

DMAIC or 

DMADV 

phases, VSM  

(PDCA cycle) 

Problem-

solving 

strategy.  

PDCA cycle PDCA cycle 
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Concepts  JIT Six-Sigma  Lean 

management   

Lean Six 

Sigma 

TQM TPM SCM 

and /or 

process)  

flow 

improvement 

and 

perfection  

Tools  More 

analytical 

tools 

integrated 

with quality 

tools 

Advanced 

statistical and 

analytical tools 

(The advanced 

tools integrated 

with 

methodologies)  

More 

analytical 

tools 

integrated 

with quality 

tools  

Advanced and 

analytical 

tools 

integrated 

with 

methodologies 

and quality 

tools 

Analytical and 

statistical 

tools.  

Overall 

equipment 

effectiveness 

(OEE) 

No tools 

Primary 

effects  

Increasing 

the 

availability 

of materials 

(raw, semi-

finished or 

finished) 

Increasing the 

organization 

bottom line 

and high 

financial 

orientation  

Reducing the 

lead time in 

order to 

improve the 

flow by 

removing the 

waste  

Reducing the 

lead-times and 

increasing the 

organization 

bottom line 

and high 

financial 

orientation 

Increase or 

exceed 

customer 

satisfaction.  

Increase 

equipment 

effectiveness  

Increase the 

performance 

of the 

supply 

chain  

Secondary 

effects  

Achieves 

customer 

satisfaction 

by increasing 

the quality 

and reducing 

the cost of 

products and 

make the 

price of the 

products 

competitive 

Achieving 

financial 

performance  

Achieves 

customer 

satisfaction 

by increasing 

the quality 

and reducing 

the cost of 

products and 

make the 

price of the 

products 

competitive  

Achieves 

customer 

satisfaction 

and financial 

performance 

Obtains 

customer 

loyalty and 

improves the 

whole 

performance.  

 

Achieve 

productivity, 

quality, cost, 

delivery, 

safety and 

morale 

 

 

B. Unique Practices of Integrated CI 

Programs 

      Several studies made an effort to identify 

unique practices for each of the aforesaid CI 

programs (i.e. JIT, TQM, TPM, SCM and LSS). 

For example, the JIT unique practices commonly 

identified by [4], [9], [14], [15] are setup-time 

reduction; JIT daily schedule adherence (time); 

JIT layout/Equipment layout; .JIT delivery by 

suppliers (frequent and reliable deliveries); pull 

system/Kanban. The TQM unique practices are 

customer focus; process management; supplier 

quality involvement; cross-functional product 

design [5], [9], [10], [14], [15], [25]. The TPM 

unique practices commonly identified by [9], 

[14] are autonomous maintenance; 

preventive/planned maintenance; proprietary 

equipment development. Other study conducted 

by [7] identified three SCM unique practices, 

namely procurement; distribution and material 

handling; internal logistics management. [26] 

also identified the six LSS unique practices 

specifically project management skill; project 

selection, prioritization, review and tracking; 

linking LSS to business strategy; linking LSS to 

the customer, linking to the suppliers; linking 

LSS to the process. However, these unique 

practices were not presented in a single 

framework. Thus, the study considered the 

above-mentioned unique practices of each CI 

programs in the development and validation of 

the proposed framework.    

C. Common Success Factors for Successful 

Implementation of Integrated CI 

Framework 
     In the vein of unique practices, numerous 

studies also identified the common success 

factors or critical success factors. Based on the 
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conducted extensive literature review, there are 

no clear success factors mentioned for 

successful implementation of integrated 

continuous improvement framework. However, 

apparently the common factors that were 

identified as human and strategic oriented 

common practices for JIT, TQM, TPM, SCM 

and LSS implementation, by many studies such 

as [9], [13], [14], [15] are consider as a critical 

success factors. These are: top management and 

leadership support; policy and strategy; 

engagement and management of people; 

resource management; customer focus; 

partnership/relationship management/linking to 

suppliers; utilization of problem solving 

approach; evidence-based decision making; 

information and analysis; training and education; 

support system integration; contemporary 

systems practice; organization infrastructure; 

effective communication; commitment for 

continuous improvement; review and tracking of 

performance; involvement of stakeholders, 

middle management.  

       In the study, these factors are categorized as 

social/human, strategic, technical/operational, 

technology, structure, resource, information and 

related factors based on the existing literature. 

Thus, the category of each critical success 

factors is presented as follows: Human factors 

(Top management & leadership support; 

Engagement and management of people/work 

force; Middle management and stakeholder 

involvement and commitment; Commitment for 

continuous improvement); Strategic factors 

(Policy and strategy; Partnership/relationship 

management; Focus on customer); Structure 

factors (Organization structure; Support services 

integration (ICT, R & D etc.)); Resource factors 

(Resource management; Training and 

education); Operational factors (Utilization of 

problem solving approach; Review and tracking 

of performance); Technology factors 

(Contemporary systems); Information and 

related factors (Evidence-based decision 

making; Information and analysis; Effective 

communication). 

D. Integration Approach in Continuous 

Improvement 
    The integration approach in continuous 

improvement is a method of combining two or 

more CI methods or techniques to overcome the 

difficulties in a quality system and to achieve 

competitive advantages. [27] defined integration 

as a means of combining the appropriate 

methods and techniques to attain improvement 

in the operation process. [28] said that 

integration CI demands discipline when 

improving the business process to avoid the 

weaknesses in the CI methods. The meaning of 

integration in CI, according to [23], is the 

parallel the use of the applicable CI methods in 

order to achieve significant improvement in the 

business process while adding value to the CI 

system. 

     How methods and techniques are being 

integrated? Essentially, the possible approaches 

of integration in CI are either integrating 

methods with methods, techniques with 

techniques or methods with techniques [29]. 

Therefore, the literature shows that the common 

mechanism of the integrated method in CI is 

based on the possibility of the following 

motivations: elimination of the weaknesses in 

the methods or techniques, the occurrence of 

synergies between the homogeneity methods and 

or techniques and the prerequisite of enhancing 

one method to another in the way to exchange 

the results [30]. This view supported by [13], 

[29] who stated that elimination of the 

weaknesses and the possibility of occurrence of 

the synergies among the methods serves as the 

key trigger for the integrated approach.  

What methods and techniques are often being 

integrated? According to [29] stated that the 

integration between CI methods and techniques 

can be formulated by three ways; integrating 

methods with methods, integrating methods with 

techniques and integrating techniques with 

techniques. According to this, the study targets 

on integration of methods with methods. In the 

current literature, the integration of CI methods 

with methods is not new. Different scholars 

made an effort to integrate two or more CI 

methods. For example, integration of JIT and 

TQM [5], [10], [11]; JIT, TQM, TPM and SCM 

[9]; Lean and Six Sigma [12], [13]; JIT, TQM 

and SCM [7]; Integration of LSS, Six Sigma and 

TQM [13]; JIT, TQM and TPM [4]; TPS, TQM 

and TPM [14]; JIT, TQM and LSS [15]. 

E. PDCA Cycle and DMAIC Methodology 
PDCA is an iterative four-step management 

approach used for controlling and continuously 

67



Conference Proceedings, Stockholm Sweden July 12-13, 2022

improving processes and products [14]. 

Reducing or eliminating organizational wastes 

and other problems have been approached 

through the Deming’s or Shewhart’s PDCA 

cycle [31]. [32] have tried to show the detailed 

activities of each stage of the PDCA cycle the 

central theme being increasing customer 

satisfaction. Plan:- Create appropriate teams, 

Gather all available data, Understand customers' 

needs, Describe the process that surrounds the 

Problem, Determine root cause(s), Design action 

plan and Develop an action plan; Do:-Implement 

improvement, Collect appropriate data, Measure 

progress and Document results; Check:-

Summarize and analyze data, Evaluate results 

relative to targets & see Differences, Review 

any problems/errors, Record what was learned, 

Specify any remaining issues or unintended 

costs; Act:-Standardize desired improvements, 

Formalize current best approach, Communicate 

results broadly and Identify next improvement.  

      PDCA has got enormous applications: as a 

model for continuous improvement; when 

starting a new improvement project; when 

developing a new or improved design of a 

process; when defining a repetitive work 

process; and when implementing any change 

[14], [33]. Thus, the required functions and tools 

in every phases of the PDCA cycle are presented 

in table 2 below.  

 

TABLE II 
INTEGRATION OF PDCA CYCLE FUNCTIONS AND TOOLS (COMPILED BY THE 

RESEARCHERS) 

PDCA 

Cycle 

Functions Tools & techniques 

Plan (i) Introduction of the cross functional team Process Mapping 

(ii) Reason for selecting the theme Bar graph, Radar chart 

(iii) Current situation analysis Pareto diagram, Histogram 

(iv) Goal setting Line graph 

(v) Activity plan Gant chart 

(vi) Analysis of causes of the problem Fish bone diagram , scatter diagram 

Do (vii) Measures examined and implemented 5W2H, Judgment criteria’s 

Check (viii) Checking of results Check sheet, Histogram, Scatter plot, Control charts 

Act (ix) Standardization and control Control chart, check sheet 

(x) Future plan to solve another problem 5W2H 

 

       Several authors [23], [34], [35] stated that 

Six-Sigma comprising two main methodologies, 

DMAIC and DMADV in particular. DMAIC 

(i.e. Define, Measure, Analysis, Improve and 

Control) is the process improvement of Six-

Sigma used for improving the existing process, 

DMADV (i.e. Define, Measure, Analyze, 

Design and Verify) is the other Six-Sigma 

methodology used for developing and design 

new products or processes, these methodologies 

are considered the roadmap of Six-Sigma 

deployment. Both methodologies are integrated 

with statistical tools and techniques. Thus, this 

research is also focused on integration of the 

first methodology with other CI methodologies. 

DMAIC methodology is considered to be the 

driving force of Six-Sigma in terms of problem-

solving and sustaining the continuous 

improvement in particular of an existing process, 

DMAIC is the most popular Six-Sigma 

methodology based on the Deming cycle (Plan, 

Do, Check and Act). This cycle is used to 

improve existing business process [23]. The 

DMAIC methodology has five phases in its 

improvement cycle integrated with robust tools 

and techniques to overcome the quality 

problems within the system to smooth the 

operation’s performance [36]. The function and 

the mechanism of these steps are described in 

figure (3) below. 

 

68



Conference Proceedings, Stockholm Sweden July 12-13, 2022

            Main Functions                    PDCA Cycle         DMA(IC/DV) Methodology 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                              Incremental     Innovation                   Radical Innovation 

 

                                           

 

 

 

 

 

 

 

 
 

Fig. 3 Flowchart showing the relationship between PDCA and DMAIC/DV (compiled by the researchers 

from [23], [35], [13]) 
 

Define 

Measure 

Analyze 

Improve 

Control 

Design 

Verify  

Plan  

Do  

Check  

Act   

How can we start the process and 

what are priorities? 

� Customer requirements and 

expectations 

� Project goals and boundaries 

� Process by mapping 

� Business flow 

How the process is measured and 

how is it performing? 

� Gather information (data 

collection) about the current 

situations 

� Compare data to determine the 

errors and defects 

� Assess the defects that 

generated  

� Identify the area of problem 

How can we identify the causes of 

defects? 

� Study the stage of quality 

effort to identify the root 

cause of the problems 

� Evaluate the important cause 

of defects 

� Identify the main variables 

that are most likely make the 

process variation 

How can we remove the causes of 

the defects? 

� Customer requirements and 

expectations 

� Project goals and boundaries 

� Process by mapping 

� Business flow 

How can we maintain the 

improvement? 

� Verify the key variables and 

evaluate their effects 

� Modify the process variation 

to stay within the average 

Simplify the 

details of the 

product or process 

to fulfill the 

customer needs 

Validate the 

system ability 

and the design 

performance to 

verify the 

design’s 

capability and 

performance 
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III. THE PROPOSED NEW 

INTEGRATED 

CONTINUOUS 

IMPROVEMENT 

FRAMEWORK 

 
A. What are the Gaps Existing in the 

Integration of Continuous Improvement 

Practices 
      As discussed in the literature review, 

previously proposed frameworks (see sub 

section 3.4), identified unique practices (see sub 

section 3.2) and common factors (see sub 

section 3.3) for successful implementation of 

JIT, TQM, TPM, SCM and LSS initiatives are 

not corresponding. Moreover, the frameworks 

are at the conceptual stage and rare to find 

research works focus on validating the proposed 

frameworks. Thus, the study provides an 

associated result, primarily by identifying the 

most widely found unique and common factors, 

five phase implementation procedure, required 

tools (i.e. input box, tool box and output box), 

and then developing and validating the 

integrated framework as shown in the 

subsequent sections.  

      A framework should be simple, logical and, 

yet, comprehensive enough to be successful in 

the implementation process and attain 

improvement in the level of performance [13]. 

Accordingly, the process of developing the 

proposed framework is a result of integrating the 

unique and common factors of the five CI 

methods (i.e. JIT, TQM, TPM, SCM and LSS) 

to formulate an effective platform for 

conceptualization the operation system, for 

facilitating the five phase implementation 

procedures of the framework, and to provide 

impetus and guidance for continuous 

improvement and for attaining performance 

excellence in the manufacturing organizations. 

However, combination trend of PDCA cycle and 

DMAIC improvement methodologies are 

adopted as the key strategies of the framework 

for identifying opportunities for improvement 

and for obtaining the operation performance. 

Accordingly, the framework consists of three 

main components which are:  

B. The main body of the framework  

      Similar to other studies, the structure of the 

framework is represented by flowchart diagram 

in figure (4) which displays the framework 

phases and steps of functions for every phases of 

the framework. The development of the 

flowchart is mainly based on identifying the 

literature gap and conducted a literature review 

to fill the gap as described in the above sections. 

C. The main elements of the framework  
     The unique and common factors (a described 

in the above sections), input box, toolbox and 

output box (see Appendix A) containing set of 

tools and techniques to formulate the five phases 

of the framework, and organization 

competitiveness measures are the main elements 

encompassed in the framework. They are also 

prioritized and organized based on combination 

trend of PDCA and DMAIC methodologies to 

deliver the tasks phase by phase in order to 

provide the opportunity for operational, 

innovation and business improvement and to 

overcome competitiveness problems. This is 

supported by [13] as he identified and 

considered different lean, six sigma and TQM 

tools and techniques in every five phases of the 

integrated QM framework. The development of 

these elements is based on the literature review 

in the above sections.  

D. The operational mechanism of the 

framework  
     Every steps of each phases, unique and 

common practices, work activities based on the 

identified steps of functions of the framework 

are organized based on the trend of combination 

of PDCA cycle and DMAIC methodology, 

where the phases of the framework are 

integrated to gather and to simplify the operation 

process and to enhance competitiveness. This 

mechanism is designed as an integrated and 

unified system to operate the framework, the 

development of these integrated functions and 

mechanism is based on the literature review in 

above sections. 

      This new framework is quite different from 

the existing JIT and TQM; JIT, TQM and TPM; 

JIT, TQM and SCM; Lean and Six Sigma; Six-

Sigma and TQM; combination of LSS and Six 

Sigma-TQM; JIT, TQM and LSS; JIT, TQM, 

TPM and SCM integrated frameworks 

recommended by existing literatures (e.g., see 
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the frameworks suggested by [4], [5], [7], [10], 

[11], [13], [14], [25].  

 

      Thus, the new framework encompassed ten 

additional features to the existing frameworks as 

illustrated in figure 4. These additional features 

of the new framework are presented as follows: 

The integrated framework is based on the trend 

of combination of PDCA approach and DMAIC 

methodology (i.e. the integrated framework is 

developed in considering the work activities, the 

functions and tools and techniques, social and 

technical factors of the PDCA cycle and 

DMAIC methodology). It considers structured 

implementation procedure with five different 

phases. It considers the requirements of twenty 

one unique practices of the five continuous 

improvement initiatives including LSS, JIT, 

TQM, SCM and TPM. It considers fundamental 

seventeen common success factors including 

support systems integration and contemporary 

system practices. It considers comprehensive 

tooling of the integrated framework by assigning 

different tools and techniques as input box, 

toolbox and output box in every phase of the 

integrated framework (see Appendix A). It 

considers three key players (i.e. manufacturing 

industries, institutions, and government) with 

their roles for successful implementation of the 

integrated framework and completion of the 

transformation. It considers evidence-based 

decision making as one additional common 

principle of the integrated framework. It also 

provides consolidated operational (customer, 

quality, productivity (including cost, delivery 

and flexibility), people, society, maintenance, 

supplier and resource results); innovation (new 

product innovation, improved existing product, 

new process innovation, improved existing 

process, new market innovation, new 

organization’s issues); and business results 

(marketing relating to size of sales and market 

share, financial relating to level of profit, 

company’s earnings, return on investment and 

inventory turnover) as key competitiveness 

indicators (KCIs) to measure the impact of the 

proposed framework. It considers initial expert 

team building before starting execution of a pilot 

project. It considers policy and strategy 

development and deployment to respective 

sections or departments based on conducting the 

situational analysis using SWOT analysis and 

other instruments.  

     These ten additional features of practices are 

very useful for manufacturing firms operating in 

developing countries (For example Ethiopia). 

They are also missed in the existing literature 

due perhaps to the fact that the existing 

literatures are more leaned towards the situations 

of the firms of developed nations. The proposed 

framework is an innovative framework as it 

helps manufacturing industries to base their 

organizational performance, business success 

and competitiveness on integrated continuous 

improvement practices of JIT, TQM, TPM, 

SCM and LSS knowledge transfer from external 

sources such as institutions (i.e. Ethiopian 

Kaizen institute, universities, ministry of trade 

and industry developmental institutes and 

others) as well as internal sources such as 

existing organizational performance measures 

based on assessment and review.  

     Moreover, manufacturing industries require 

successful integrated CI framework to enhance 

the strengths of each CI methods, which in turn 

it successively brings about success and 

competitiveness through continual improvement 

effort. Thus, the proposed framework is ground-

breaking framework as it helps manufacturing 

industries to secure their profit and will add 

value to both academicians and practitioners 

who are consulting on the manufacturing 

industries. In general, due to its superior 

features, this new framework can create better 

insight into the scientific audience and industrial 

applications. Thus, the proposed framework is 

based on the full implementation of five phases 

(see figure 4) and it overcomes the limitation of 

the existing frameworks under the 

implementation framework category of 

integrated continuous improvement framework. 
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Fig. 4 A new project-based integrated continuous improvement framework (the researchers) 
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IV. VALIDATION OF 

THE PROPOSED 

INTEGRATED 

CONTINUOUS 

IMPROVEMENT 

FRAMEWORK 
 

    This section contains a statistical and 

graphical analysis of the data collected from the 

sample manufacturing companies. The findings 

and detail discussion are presented according to 

the research objectives and research questions 

given in the introduction part of this study. The 

main focus of this chapter is to discuss the 

questionnaire survey that has been developed to 

verify and validate the proposed framework that 

was presented in the previous section along with 

how the data collected and analyzed. This 

enables the researcher to modify the proposed 

framework if necessary and can also enhance 

and increase the confidence level of the 

researcher with respect to developing the 

framework. The results of the questionnaires are 

provided for each section and the validation 

steps were performed using SPSS to confirm the 

validity and reliability of the framework and its 

procedures for implementation. 

      A total of 350 questionnaires were sent to 50 

companies, which are located in the Addis 

Ababa and rounds. Seven questionnaires were 

sent to each organization and the respondents 

were the senior level managers from different 

departments in the companies. A total of 42 

questionnaires were not filled by the respondents 

from 9 companies and 308 completed 

questionnaires were received from 41 

companies. Thus, the response rate was 82.00% 

company wise and 88.00% respondent wise. The 

analysis of the data was conducted in August 

2021. As discussed in section two, the 

perception based data is collected for this study. 

Multiple responses are collected from a single 

organization. However, as argued by [36] that 

different informants from the same organization 

might have different opinion on the same issue 

due to the difference in their perceptions and 

knowledge therefore each respondent is 

considered as an independent case for the further 

analysis. The evaluation of the adequacy of the 

data collection instrument is the fundamental 

aspect of any analysis; thus, before starting the 

data analyses the reliability and validity of the 

research instrument are described. Subsequently, 

the profile of the respondents and sampled 

companies is reviewed. 

A. Integrity Data Analysis (Reliability and 

Validity) of the Questionnaire  

     In this section, the reliability and validity of 

the questionnaire are evaluated, based on the 

data collected. The adequate reliability and 

validity analysis provides the confidence to the 

audience that the findings are reliable and are 

based on the accurate measures of the 

underlying constructs.  

a. Reliability Analysis of the Proposed 

Framework  
    Several authors highlighted that checking the 

reliability of data’s internal consistency before 

proceeding to descriptive analysis, factorial 

analysis [37], [38]. A Reliability test is a crucial 

measure to assess the quality of the instruments 

used in the questionnaire and to check the 

reliability of data collected, Cronbach Alpha was 

also undertaken in this section to measure the 

internal consistency of the instruments used to 

evaluate the proposed model. Ideally, Cronbach 

alpha must be greater than 0.7 to consider the 

items being measured are consistent and reliable 

[13], [39]. Therefore, the test was carried out for 

each of the eight statements used to evaluate the 

proposed framework. Based on this, the results 

in table (3) demonstrated that the coefficient 

alpha and the standardized item alpha for eight 

statements are 0.741 and 0.713 respectively 

which all are greater than 0.70, accordingly that 

is an indication that all of the items are 

consistent and reliable. 

                                       

TABLE III 

RELIABILITY STATISTICS 
Cronbach's 

Alpha  

Cronbach's Alpha Based on 

Standardized Items  

N of 

Items  

.741  .713  8  

      

However, the results in table (4), column three 

labeled ‘corrected item-total correlation’ 

showed that there is positive correlation between 

the whole items except item number eight 

‘Evaluating the proposed framework in terms of 

anything missing and should be added to the 

proposed framework’ which has negative 
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correlation with value (-0.062). In addition, in 

column five labeled ‘Cronbach's alpha if item 

deleted’ the same item has the highest alpha 

value, 0.917. Accordingly, if item number eight 

were deleted from the calculation, then 

Cronbach alpha would be improved. 

 

TABLE IV 
ITEM-TOTAL STATISTICS 

 Scale Mean if 

Item Deleted 

Scale Variance 

if Item Deleted  

Corrected Item-

Total Correlation  

Squared Multiple 

Correlation  

Cronbach's Alpha 

if Item Deleted  

Appropriateness & 

applicability (F1) 

19.63  12.873  .807  .629  .723  

Ability to boost 

competitiveness (F2) 

19.64  13.971  .738  .615  .710  

Ability to overcome problems 

(F3) 

19.81  13.897  .693  .532  .702  

Ability to overcome complex 

nature of CI implementation 

(F4) 

19.83  12.572  .716  .697  .718  

Ability to achieve long-term 

goals (F5) 

19.89  13.027  .727  .583  .737  

Role of three key players (F6)  19.69 13.897  .771  .471  .726  

Combination of PDCA & 

DMAIC (F7)  

19.91 12.481  .683  .492  .730  

Anything missed & should be 

added (F8) 

21.93  17.295  -.062  .089  .917  

 

      

After deleting item number eight and running 

the test again, the results in table (5) below 

indicated that Cronbach alpha is 0.793 and that 

the standardized item alpha is 0.794.  

                               TABLE V 
RELIABILITY STATISTICS 

Cronbac

h's Alpha  

Cronbach's Alpha Based 

on Standardized Items  

N of 

Items  

.793  .794  7  

     Additionally, in table (6), in Column three all 

the items are correlated with value above 0.3 and 

in column five value of Cronbach alpha if items 

deleted ranged between (0.76 to 0.78) which is 

greater than 0.7 Subsequently it can be conclude 

that the entire instruments have high internal 

consistency and reliable. 

            

TABLE VI 

ITEM-TOTAL STATISTICS 
                                   Scale Mean if 

Item Deleted 

Scale Variance 

if Item Deleted  

Corrected Item-

Total Correlation  

Squared Multiple 

Correlation  

Cronbach's Alpha 

if Item Deleted  

F1  17.28  12.311  .801  .624  .781  

F2 17.09  13.173  .733  .610  .774  

F3  17.31  16.730  .679  .527  .785  

F4 18.27  12.730  .711  .692  .763  

F5  17.53  12.592  .723  .578  .761  

F6 17.06  12.853  .769  .466 .773  

F7 17.28  12.574  .673  .487 .780  

 

b. Validity Test and Validation the 

Proposed Framework  
    Validity tests confirm the degree to which the 

measures used in the study are truthfully 

measuring what is intended to be measured [40]. 

As they should be performed to check the 

accuracy and truthfulness of the results, Chi-

square goodness of fit (��) was applied to check 

the validity of the instruments that were used to 

evaluate the proposed framework. Chi-square 

goodness of fit is used to find out whether an 

observed value is statistically, significantly 

different from the expected value (Field, 2009). 

The Chi-square goodness of fit with 
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corresponding P value is considered to be 

significant if P value ≤ 0.05 [41].  

     As can be seen in table (7), the results of �� 

demonstrated that the P values are less than 

0.05, which means that the results are 

significantly different from the actual observed 

values and the expected values of all the 

statements used to evaluate the proposed model. 

That also can be an indication for the possibility 

of publishing the results and generalizing from 

the current research sample to the entire 

publication [13]. 

        

TABLE VII 
TEST STATISTICS 

 F1 F2 F3 F4 F5 F6 F7 F8 

Chi-Square  65.032ª 55.260ª 57.039ª 55.337ª 56.852ª 55.931ª 58. 573ª 57.109ᵇ 

df  3 3 3 3 3 3 3 1 

Asymp. Sig.  .000 .000 .000 .000 .000 0.000 0.000 .000 

a. 0 cells (0.0%) have expected frequencies less than 5. The minimum expected cell frequency is 13.3.  

b. 0 cells (0.0%) have expected frequencies less than 5. The minimum expected cell frequency is 55.0. 

 

B. Descriptive Analysis  
    This section provides the descriptive analysis 

of the data collected using SPSS 23. Various 

descriptive measures were used to measure the 

central tendency (mean), allowing the results of 

data analysis to be provided in the following 

sections in forms of tables, charts and different 

statistics and figures.  

a. Background Information Analysis 
    The section provides the results of the 

questionnaires received from the respondents. 

The aim of this part of the survey is to present a 

clear picture of the respondent’s background and 

to understand the awareness level of the existing 

continuous improvement in the organization. 

     Respondent's position: The respondents were 

asked to state their position within their 

organization. The results listed in the table (8) 

showed that 15.6% of the respondents are 

production managers, 14.9% are quality 

assurance managers, 14.0% are HR managers. 

Besides, 14.3%, 14.3%, 14.0%, 13.0% are sales 

& marketing managers, supply & procurement 

managers, product development managers and 

finance managers respectively.  

TABLE VIII 

POSITION WITHIN THE ORGANIZATION 
 Frequency Percent Valid Percent Cumulative Percent 

Valid 

Production manager 48 15.6 15.6 15.6 

Quality assurance manager 46 14.9 14.9 30.5 

HR manager 43 14.0 14.0 44.5 

Sales & Marketing manager 44 14.3 14.3 58.8 

Supply & Procurement manager 44 14.3 14.3 73.1 

Product development center manager 43 14.0 14.0 87.0 

Finance manager 40 13.0 13.0 100.0 

Total 308 100.0 100.0  

 

Area of industry: The respondents were asked to 

indicate the manufacturing sub sector in which 

their organizations functioned; the results were 

shown in a table (9). 18.2% of the respondents 

belong to the agro processing, 13.6% belong to 

the metal engineering, 11.4% belong to the 

textile and 11.4% are from garment industry. 

The other manufacturing subsectors of leather, 

leather products, automotives, chemical and 

pharmaceutical scored 11.0%, 11.0%, 8.1%, 

11.0% and 4.2% respectively. 

TABLE IX 

AREA OF INDUSTRY 
 Frequency Percent Valid Percent Cumulative Percent 

Valid Textile 35 11.4 11.4 11.4 
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Garment 35 11.4 11.4 22.7 

Leather 34 11.0 11.0 33.8 

Leather product 34 11.0 11.0 44.8 

Metal engineering 42 13.6 13.6 58.4 

Automotive 25 8.1 8.1 66.6 

Agro-processing 56 18.2 18.2 84.7 

Chemical 34 11.0 11.0 95.8 

Pharmaceutical 13 4.2 4.2 100.0 

Total 308 100.0 100.0  

     The type of the continuous improvement 

initiative currently employed in  

respondent's organizations: The respondents 

were asked to indicate the continuous 

improvement program currently used within 

the organization, the results in table (10) 

demonstrated as follows; 47.7% TQM, 

18.2% SCM, 8.4% TPM, 1.3% JIT, 0% LSS 

and 24.4% other continuous improvement 

initiatives. 

TABLE X 
THE CURRENT CONTINUOUS IMPROVEMENT INITIATIVE OF THE RESPONDENT’S 

ORGANIZATION 

 Frequency Percent Valid Percent Cumulative Percent 

Valid 

JIT 4 1.3 1.3 1.3 

TQM 147 47.7 47.7 49.0 

TPM 26 8.4 8.4 57.4 

SCM 56 18.2 18.2 75.6 

LSS 0 0 0 75.6 

Others 75 24.4 24.4 100.0 

Total 308 100.0 100.0  

      

The level of awareness with the following 

continuous improvement initiative 

tools/techniques: Various tools and 

techniques relating to JIT, TQM, TPM, 

SCM and Lean Six Sigma initiatives were 

presented to the respondents and they were 

asked to indicate if they were aware of any 

of the tools/techniques listed in the survey 

questions. The results presented in table (11) 

showed that the majority of respondents 

seem to be familiar with most of tools and 

indicated that the level of the awareness 

with these tools were above 50% which are 

slightly above average. However, the only 

tools ranked below average are ‘Taguchi 

methods’, ‘Force field study’, ‘Process 

capability analysis’, ‘PERT chart’, ‘DOE’, 

‘ANOVA’, ‘QFD’, ‘DMAIC Process’, 

‘VSM’, ‘SIPOC analysis’, ‘FMEA’ and 

‘Regression analysis’. 

TABLE XI 

THE AWARENESS LEVEL WITH JIT, TQM, TPM, SCM and LSS TOOLS/TECHNIQUES IN THE 

MANUFACTURING INDUSTRIES 

Tools/Techniques name Frequency  Percentage (%) 

Yes No Yes No 

Project charter  166 142 53.9 46.1 

Customer surveys  298 10 96.8 3.2 

Quality function deployment (QFD)  40 268 13.0 87.0 

PDCA (plan, do, check, act) 206 102 66.9 33.1 

DMAIC Process (define-measure-analysis-improve-control)   35 273 11.5 88.5 

Process flow chart/mapping  30 278 9.6 90.4 

Statistical Process Control (SPC) 193 115 62.7 37.3 

Process capability analysis  3 305 1.0 99.0 

Quality control circles (QCCs) 308 0 100.0 0.0 

Pareto analysis 192 116 62.3 37.7 
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Tools/Techniques name Frequency  Percentage (%) 

Yes No Yes No 

Histogram 165 143 53.6 46.4 

Design of experiments (DOE)  5 303 1.6 98.4 

Benchmarking 168 140 54.5 45.5 

SIPOC (Suppliers, Input, Process, Output, Customers) 57 251 18.5 81.5 

Taguchi methods  0 308 0.0 100.0 

Single minute exchange of die (SMED)  177 131 57.5 42.5 

Kanban/Line balancing  192  116 62.3  37.7 

Suggestion box 308 0 100.0 0.0 

Value stream mapping (VSM)  48 260 15.6 84.4 

Regression analysis  97 211 31.5 68.5 

Brainstorming techniques  302 6 98.1 1.9 

Cause and effect diagram/analysis 269 39 87.3 12.7 

Total productive maintenance (TPM) 166 142 53.9 46.1 

Poka-yoke  159 149 51.6 48.4 

Team building methods 261 47 84.7 15.3 

Root causes analysis  257 51 83.4 16.6 

Run charts  229 79 74.3 25.7 

Kaizen  308 0 100.0 0.0 

PERT chart (program evaluation and review technique) 6 302 2.0 98.0 

Force field analysis  0 308 0.0 100.0 

Failure mode and effect analysis (FMEA) 63 245 20.5 79.5 

Analysis of variation (ANOVA)  4 304 1.3 98.7 

Quality cost systems - cost of poor quality (COPQ) 168 140 54.5 45.5 

Supplier audit 283 25 91.8 8.2 

5S 308 0 100.0 0.0 

 

b. Validation of the Proposed 

Framework  
     This section of the survey seeks to validate 

the proposed framework for manufacturing 

industries, it aims to provide an understanding of 

the implementation procedures suitable for 

manufacturing organizations, identify the 

difficulties in implementing the proposed 

framework and reveal the accuracy level in its 

contents in terms of helping manufacturing 

organizations to gain a competitive advantage in 

the long run. The framework was presented to 

the respondents and were asked to evaluate the 

framework in terms of the suitability for 

manufacturing organization and their 

applicability to achieve competitive advantages, 

additionally, evaluation the implementation 

procedures of the framework for manufacturing 

organizations was based on the ranking below; 

1-Strongly Disagree (SD). 2-Disagree (D). 3-

Moderate (M). 4-Agree (A). 5-Strongly Agree 

(SA). The results of the evaluation of the 

proposed framework were as follows. The 

results in table (12) demonstrated that F1, F2, 

F3, F4, F5, F6, F7 and F8 are supported by 

70.1%, 77.9%, 83.5%, 77.9%, 73.4%, 89.9%, 

77.96% and 89.94% of the respondents. 

 

TABLE XII 

THE EVALUATION OF THE PROPOSED FRAMEWORK 
Questions regarding to proposed framework Results of respondents in % 

SD D M A SA 
Appropriateness and applicability (F1) 1.9 3.6 24.4 64.6 5.5 

Ability to boost excellence & competitiveness (F2) 1.3 2.9 17.9 69.2 8.7 

Ability to deal with and to overcome problems (F3) 3.2 2.3 11.0 77.0 6.5 

Ability to overcome complex nature of ICI implementation (F4) 2.6 3.9 15.6 66.2 11.7 

Ability to achieve long-term goals & business expectations (F5) 4.2 2.9 19.5 61.4 12.0 

Role of manufacturing industries, institutions & government (F6) 1.6 5.2 3.3 70.1 19.8 
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Overall combination of PDCA and DMAIC methodology (F7) 2.9 5.5 13.6 61.4 16.6 

Anything missing & should be added to the framework (F8) Yes (10.06) and No (89.94) 

 

 

c. Validation the Implementation 

Procedures of the Framework 
 

      This part of the research seeks to evaluate 

the procedures concerning implementation of the 

proposed framework with respect to every step 

encompassed in five phases see section (4). The 

procedures designed for implementation were 

presented to the respondents in the framework. 

The respondents were asked to indicate how the 

statements related to each phase based on the 

following ranking: 1-Strongly Disagree (SD). 2- 

Disagree (D). 3-Moderate (M). 4-Agree (A). 5-

Strongly Agree (SA). 

    The results in table (13) demonstrated that 

84.4%, 81.1%, 83.4%, 89.6%, 83.4%, 90.2% 

and 92% of the respondents were supported and 

in agreement with the contents of the phase one, 

phase two, phase three, unique practices, 

common factors, phase four and phase five 

respectively. In addition, the table (13) signified 

that 79.5%, 79.2%, 90.5%, 78.3%, 90.3%, 

94.5%, 88.0% of the respondents was supported 

and in agreement with the applicability of the 

five functions in phases one, seven functions in 

phase two, four functions in phase three, steps of 

unique practices, common factors, four functions 

in phase four and seven functions in phase five 

respectively in assisting and success the 

conceptualization, implementation design, 

implementation and monitoring, performance 

evaluation , and verifying and sustaining process 

of the implementation procedure. All most all 

the respondents agreed that there are no 

elements missing from the phase one 

conceptualization to phase five of verifying, 

sustaining and complete CI transformation. 

TABLE XIII 

THE EVALUATION OF THE PROPOSED IMPLEMENTATION PROCEDURE 
Questions regarding to implementation procedure Results of respondents in % 

SD D M A SA 

Evaluating the contents (five functions) of phase one    15.6 75.7 8.7 

Evaluation the applicability of five functions in phase one   20.5 66.9 12.6 

Evaluation the phase one in terms of anything missed Yes (0.0), No (100) 

Evaluation the contents (seven functions) of phase two 1.3 2.0 15.6 75.3 5.8 

Evaluation the ability of phase two to achieve the key target 2.6 1.6 16.6 68.2 11.0 

Evaluation the phase two in terms of anything missed  Yes (3.6), No (96.4) 

Evaluation of the contents (four functions) of phase three  3.9 1.6 11.0 72.7 10.7 

Evaluation the ability of phase three to achieve key target 1.9 4.9 2.6 37.3 53.2 

Evaluation the phase thee in terms of anything missed  Yes (2.6), No (97.4) 

Evaluation the contents of unique practices of CI initiatives   10.39 71.7 17.9 

Evaluation the prerequisite practice of unique practices    21.7 69.2 9.1 

Evaluation the unique practices in terms of anything missed Yes (0.0), No (100) 

Evaluation of the contents of common success factors   16.6 51.30 32.14 

Evaluation ability of common factors to achieve key target   9.7 53.9 36.4 

Evaluation the common factors in terms of anything missed Yes (0.0), No (100) 

Evaluation the contents (four functions) of phase four   1.0 8.8 78.6 11.7 

Evaluation the ability of phase four to achieve the key target   5.5 77.6 16.9 

Evaluation the phase four in terms of anything missed Yes (0), No (100) 

Evaluation of the contents (seven functions) of phase five 0.6 2.3 5.1 80.0 12.0 

Evaluation the ability of phase five to achieve the key target  1.6 10.3 81.5 6.5 

Evaluation the phase five in terms of anything missed  Yes (1.6), No (98.4) 

 

C. Discussion on the Findings 

      The research investigated two main issues; 

one is evaluating and validating the proposed 

framework and its implementation procedures. 

The validation process is undertaken using the 

quantitative approach represented by the 
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questionnaire survey. It was carried out after the 

development of the framework; the 

questionnaire survey involved 308 managers in 

the industrial sector. It sought to obtain the 

opinions and ideas of managers in terms of the 

suitability of the framework for manufacturing 

organizations. The framework was assessed in 

terms of; the appropriateness and applicability, 

the capability and effectiveness, the role of the 

three key players (manufacturing industries, 

institutions, and government) to successful 

implementation of the framework and the 

overall combination of PDCA and DMAIC 

methodology to check and balance during the 

implementation of the framework.  

 
 

Fig. 5 Respondents Judgment about the evaluation of the framework 

      

The results confirmed that the proposed 

framework developed is applicable for 

manufacturing organizations and can assist in 

achieving competitive advantages if adopted or 

applied correctly, figure 4 provided evidence 

from the research outcomes in which it is clearly 

demonstrated that a very high percentage of 

respondents agreement with contents, 

appropriateness, competitive advantages, 

effectiveness and completeness of the 

framework. Thus, considerable attention should 

be paid if the framework is implemented. 

 

V. CONCLUSION 
     In the last few decades the concepts and 

frameworks of continuous improvement were 

warmly welcomed and most recently, there are 

few integrated frameworks developed to 

improve the performance and secure global 

competitiveness of manufacturing industries. To 

mention few, integration of JIT, TQM, TPM and 

SCM; integration of Lean Six Sigma model and 

Six Sigma - TQM model; JIT, TQM and SCM; 

JIT, TQM and TPM; JIT, TQM and LSS. 

However, there is no study proposing and 

validating the integrated CI implementation 

framework of JIT, TQM, TPM, SCM and LSS 

practices with the context of manufacturing 

industries in Ethiopia and other countries. 

      To fill this gap, this study aims to develop 

and validate an integrated CI implementation 

framework for manufacturing industries in order 

to eradicate the competitiveness serious issues 

and make the integrated CI system in position 

more effectual for the industries. To achieve this 

purpose and to propose and validate the 

framework, the study performed three main 

tasks. These are: extensive reviewed of 

literature, proposed and validated the integrated 

implementation framework. 

     Thus, in response to RQ1 and to mitigate this 

problem, this study employed exploratory 

qualitative approach and reviewed the most 

widely cited unique and common practices JIT, 

TQM, TPM, SCM & LSS initiatives and 

frameworks, as a result, the study developed 

new integrated CI implementation framework 

with five phases in considering combination 
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trend of PDCA cycle and DMAIC methodology: 

conceptualization; implementation design 

including strategic planning; implementation & 

monitoring; performance evaluation or 

stabilization; verifying, sustaining & complete 

CI transformation with thirty one steps under the 

five phases as depicted in Figure (4). The unique 

practices and common factors are the two 

functions considered in the integrated 

framework as unique practices in phase three 

and common factors in the entire phases. It 

includes five JIT unique practices, four TQM, 

three TPM, three SCM, six LSS unique practices 

and seventeen common practices categorized 

under seven factors as described in the literature 

review sections. Moreover, this study identified 

input box, tool box and output box (see 

Appendix A) as per the nature of the five phases 

and their required steps to complete each phases.  

      Furthermore, in response to RQ2 and to 

mitigate this problem, this study used 

quantitative approach represented by the 

questionnaire survey. It was carried out after the 

development of the framework; 308 completed 

questionnaires were received from 41 companies 

with response rate of 82.00%. The results 

confirmed that the proposed framework is 

applicable for manufacturing industries and can 

assist in achieving competitive advantages when 

the manufacturing industries offer unconditional 

efforts in employing the full contents of the 

framework and collaboration among three key 

players (i.e. manufacturing industries, 

institutions and government) play their roles as 

depicted in the proposed framework. Hence, 

manufacturing industries have to undergo a total 

revolution in all the dimensions of the integrated 

JIT, TQM, TPM, SCM & LSS practices 

proposed in this research in order to improve 

their performance, business success and global 

competitiveness. 

 

VI. IMPLICATIONS OF 

THE RESEARCH 
     This is the only comprehensive study about 

developing the joint implementation of JIT, 

TQM, TPM, SCM and LSS practices as a single 

Integrated Continuous Improvement Framework 

(ICIF) with the category of implementation 

framework in the context of Ethiopian 

manufacturing industries. Thus, this study 

contributes into the body of ICI knowledge by 

providing new integrated continuous 

improvement implementation framework. It was 

identified in section 3, 4 and 5 that many gaps 

exist in the literature on the development of the 

framework in the context of the manufacturing 

industries. This study has tried to fill these gaps. 

Thus, the most important contributions of this 

research to the existing body of knowledge of CI 

are provided in relation to theoretical and 

managerial implications as follows. 

A. Theoretical Implications   

     In relation to theoretical implication, this 

study provided the first ever an integrated 

continuous improvement framework of JIT, 

TQM, TPM, SCM and LSS practices build in 

five phases with different steps/functions in 

every phase to ascertain a distinctive continuous 

improvement strategy in implementation with 

the objective of attaining competitiveness in 

operation, innovation and business performance 

within the manufacturing industries. This study 

also provided an implementation procedure with 

thirty one functions or steps (i.e. five in 

conceptualization; seven in implementation 

design; eight in implementation & monitoring; 

four in performance evaluation or stabilization; 

seven in verifying, sustaining and complete CI 

transformation phase. This study provided 

twenty one unique and seventeen common 

practices or critical success factors for 

successful implementation of the proposed 

integrated continuous improvement framework 

with the category of implementation framework. 

This study provided fourteen organization 

competitiveness/performance indicators for 

measuring the effect of the proposed integrated 

continuous improvement implementation 

framework.  

B. Managerial Implications 
In relation to managerial implications, this study 

contributes to a better understanding on the 

potential effects of unique and common 

practices of JIT, TQM, TPM, SCM & LSS 

initiatives can have in improving operational, 

innovation and business performance; hence, the 

developed implementation framework may serve 

as a guideline for the manufacturing industries 

managers, institutions and government. Based 

on the results of this research, some suggestions 

are made for manufacturing industry managers. 
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Managers should give weight to the proposed 

framework including different unique and 

common practices of JIT, TQM, TPM, SCM & 

LSS initiatives to have an effective integrated CI 

implementation framework and improved 

operation, innovation and business performance. 

 

VII. LIMITATIONS AND 

FUTURE RESEARCH 

DIRECTIONS 
      The limitations of the present study provide 

directions for future research as follows. Since 

the study is limited to small number of 

manufacturing industries, so future studies could 

survey same sector (leather and leather products, 

textile and garment, chemical, pharmaceutical, 

metal engineering, cement, sugar, agro-

processing) in Ethiopia and others through self-

administered questionnaire with large population 

data to test the practicability of the 

implementation framework. The study did not 

collect qualitative data from the required several 

manufacturing organizations, academicians and 

consultants by employing interview and focus 

group discussion. Thus, further qualitative 

investigation is required on the framework 

involving several manufacturing organizations, 

academicians and consultants and an adequate 

sample size to check the impact of the 

framework on the CI system within 

manufacturing industries. This could enhance 

and improve the contents and structure of the 

framework. The study did not conduct 

application of the integrated framework in 

manufacturing industries. Thus, further study 

can be carried out in manufacturing industries by 

applying the proposed ICI framework based on 

the designed implementation procedure in order 

to test its effectiveness on achieving 

performance results.  
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Appendix A  
Tooling (the input box, toolbox and output box) the proposed integrated CI framework 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure A. Tooling the Proposed Integrated Framework (the researchers) 
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    Abstract— Shifting from a dedicated or flexible manufacturing 

system to a reconfigurable manufacturing system (RMS) requires a 

significant amount of time, money, and effort. Therefore, it is vital to 

verify beforehand that the potential reconfigurable solution will be 

able to achieve the organizational objectives. Discrete event 

simulation offers the opportunity of assessing several reconfigurable 

alternatives against the set objectives. This study signifies the 

importance of using discrete-event simulation as a tool to verify 

several reconfiguration options. Two different industrial cases have 

been presented in the study to elaborate on the role of discrete event 

simulation in the implementation methodology of RMSs. The study 

concluded that discrete event simulation is one of the important tools 

to consider in the RMS implementation methodology. 

 

Keywords— reconfigurable manufacturing system ; RMS; 

discrete event simulation; Tecnomatix Plant Simulation. 
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Abstract— Industrial end users are currently facing an increasing 
need to reduce the risk of unexpected failures and optimize their 
maintenance. This calls for both short-term analysis and long-term 
ageing anticipation. At Schneider Electric, we tackle those two issues 
using both Machine Learning and First Principles models. Machine 
learning models are incrementally trained from normal data to predict 
expected values and detect statistically significant short-term 
deviations. Ageing models are constructed from breaking down 
physical systems into sub-assemblies, then determining relevant 
degradation modes and associating each one to the right kinetic law. 
Validating such anomaly detection and maintenance models is 
challenging, both because actual incident and ageing data is rare and 
distorted by human interventions, and incremental learning depends on 
human feedback. To overcome these difficulties, we propose to 
simulate physics, systems and humans – including asset maintenance 
operations – in order to validate the overall approaches in accelerated 
time and possibly choose between algorithmic alternatives. 
 

Keywords— Degradation models, Ageing, Anomaly detection, 
Soft Sensor, Incremental learning.  

I. INTRODUCTION 

OWADAYS, digitization and Industrial Internet of Things 
(IIoT) make it extremely easy to collect a vast amount of 

data concerning electrical assets during their operational life in 
real time conditions on customer plants. It allows users to get 
information on major environmental and usage conditions for 
products in real situations, together with data on observed 
failures. 

Collected data can be used to learn normal behavior models 
of assets. Such models are relevant to detect anomalies, 
characterized by a statistically significant deviation from the so-
called “current normal situation”. While this kind of anomaly 

detection method is suited for short term asset monitoring, it is 
not appropriate for long term degradation trends. To capture 
such trends, first principles degradation models can be used (i.e. 
physical degradation models such as Arrhenius law); they 
complete the monitoring system, to get a global view on asset 
health. Both approaches are detailed in [1]. 

Validating such approaches represents a significant 
challenge, as only little real incident data is available from the 
field while degradation spans across several years of normal 
operation. Long-term degradation data collection is impacted 
by actual maintenance operations that may not have happened 
at optimal time. Furthermore, in the Machine Learning-based 
approach, models are created from collected data using 
incremental learning strategies. During this process, useful data 

 
All authors are with Schneider Electric Industries, 160, avenue des Martyrs, 

38000 Grenoble, FRANCE (e-mail: first.last@se.com). 

may be accidentally dropped, while fault data may be 
mistakenly injected as “normal” in the update steps. 

Simulation and validation of maintenance models is first 
presented in section II; incremental learning-based short-term 
virtual sensor models are addressed in section III. We finally 
conclude in section IV. 

II. LONG-TERM 

In this part, we refer to a long-term approach to compute the 
ageing of assets with respect to time, environmental conditions, 
usage conditions, and maintenance operations. These ageing 
models can be used to define appropriate time-based 
maintenance. 

In the following sections we will present how these models 
can be used to simulate alternate system designs and 
maintenance scenarios, e.g. condition-based maintenance. 

A. Proposed approach 

Each asset to monitor is decomposed in sub-assemblies, all 
associated with one or several degradation modes [1]. These 
degradation modes act in competition for each concerned sub-
assembly. At each point in time, the most impacting 
degradation mode is selected for each sub-assembly, and the 
most impacted sub-assembly is used to compute the consumed 
lifetime. Maintenance operations may replace the currently 
most impacted sub-assembly with another one, or change the 
current most impacting degradation mode with another one. 

Fig. 1 illustrates a simulation run for a given asset, showing 
the Consumed lifetime (%) over time. Each spike is due to a 
maintenance operation of replacement of a sub-assembly,  
 

 
Fig. 1 Long term simulation 
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which resets the ageing value. The first maintenance operation 
is done on the most impacted sub-assembly. After this event, 
the consumed lifetime is reset to ~60% and the degradation 
speed (slope) changes, as the most impacted sub-assembly is 
now a different one (the first one has been maintained). 

What-if analysis is defined in the literature as a data-intensive 
simulation whose goals are to inspect the behavior of a complex 
system [11]. Initially focusing on scalar data, what-if scenarios 
nowadays embed more and more timeseries data to improve 
precision in the analysis [8]. Two kinds of what-if analysis can 
be considered: 
 
· Sensitivity analysis: by generating a great number of 

scenarios, we can test the sensitivity of the ageing models 
to refine them. This analysis allows verifying and quickly 
modifying the models, so as to be as reliable as possible; 
 

· Scenario analysis: it is also possible to generate realistic 
scenarios, to match reality as much as possible. Doing so, 
different choices can be simulated and confronted in order 
to find the best solution. 

 
In this study, we focus on scenario analysis to explore two 
dimensions: alternate usage contexts (B) and alternate 
maintenance scenarios (C).  
 

B. What-if analysis: alternate usage contexts 

By modeling various scenarios, we can simulate the ageing 
process in a long-term view. 

Our simulations of environmental conditions are based on 
weather simulation data [4] to provide the most realistic 
environmental scenarios. Naturally, these scenarios depend on 
the location of the customer site, together with the future usage 
of our products. We also have to link all the influencing factors 
and the customer events. For example, if a customer wants to 
add an air conditioner, it is possible to simulate the direct impact 
on environmental entries. In this case, the temperature remains 
constant; the humidity could be also static, but there are 

possible drawbacks like a raise of dust due to a new ventilation. 
So, with a realistic simulation, we can assess the impact of the 
air conditioner to advise the customer about this choice. An 
example of that case is provided in Fig. 2. 

 

 
Fig. 2 Air conditioning impact 

 

C. What-if analysis: alternate maintenance scenarios 

Concerning maintenance, what-if scenarios allow to 
optimize the frequency of maintenance plans that can be 
adapted to each customer. 

Most often, maintenance plans are extracted from 
maintenance guides, based on fixed periodicity 
recommendations [9]. The described approach enables the 
generation of adequate matches to plan maintenance operations, 
and advise our customers about the risk taken by withholding 
manufacturer maintenance. This is possible by simulating the 
life operations of the customer asset, and then performing 
maintenance on a subcomponent only when it reaches its end of 
life by comparing two scenarios : the standard maintenance plan 
and the custom one depending on ageing. We have compared 
these two scenarios in Fig. 3, where the effects of maintenance 
actions are reflected on the curve by sudden drops in lifetime 
consumption. 

 

 
 

Fig. 3 Maintenance impact 
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Fig. 3 (a) shows the maintenance periodicity selector used to 
configure the maintenance scenario. (b) illustrates how the 
selected scenario differs from a reference scenario and provides 
maintenance periodicity fine-tuning capabilities. Finally, (c) 
provides a comparison of the selected scenario with the 
reference one in terms of ageing. 

 

D. Field deployment 

The previous section on what-if scenarios described how 
simulation helps the validation step, in terms of both ageing 
simulation and maintenance scenario. 

These simulation processes allow to transform traditional 
maintenance practices into a condition-based maintenance 
approach. Indeed, maintenance manufacturer periodicity 
recommendation described in maintenance guides are useful to 
provide an overview of the equipment lifetime. However, 
depending on type of segments (marine, mining-minerals-
metals, oil and gas, healthcare, food & beverage), constraints 
are not the same. Two examples are described below: 
· Marine customers have the specific constraint to make 

maintenance action when boats return to dock. Being able 
to estimate the ageing of the assets and consequence of 
maintenance actions facilitates the anticipation of required 
actions, ensuring confidence in the asset behavior waiting 
for the next maintenance while cruising. 

· Regardless of the type of segments, the number of 
equipment is not the same from one customer to another. 
When the number of equipment is high, this kind of 
simulation helps to manage the fleet maintenance 
management by anticipating consequence of maintenance 
rescheduling for part of the equipment. 

 
Therefore, combining manufacturer periodicity 

recommendation and simulation process allows to adapt the 
maintenance actions to each customer by adding more 
flexibility, more anticipation of end-of-life, and making timely 
maintenance. This condition-based maintenance approach 
makes operations more efficient while making business more 
resilient and sustainable [12]. 

With Schneider Electric, this approach is used by customers 
from different segments and for different kinds of assets, on low 
voltage or medium voltage domains. In the coming two years, 
we expect to grow by 200% the number of customers asking to 
transform traditional maintenance practices into condition-
based maintenance ones. By increasing the number of field 
experiments, we will continuously challenge and improve the 
current models of ageing estimation, leveraging the benefit to 
link simulation and validation by closing the loop from 
customer, fostering its data to improve the models. 

III. SHORT-TERM 

Section II showed how what-if simulations can help decide 
and validate some maintenance actions to reduce long-term 
failures, or increase expected lifetime. This section focuses on 
short term analysis to detect unexpected failures. We first 
remind the proposed approach using machine learning model, 

then describe the incremental learning strategies, and finally 
illustrate with experimental results. 

A. Proposed approach 

Virtual sensors are Machine Learning-based techniques used 
for short-term anomaly detection [1]. Virtual sensors predict 
various industrial data based on usage and environmental 
conditions. Such idea of “virtual sensor”, also known as “soft 

sensor”, is not new and has been described in many ways in the 

literature and implemented in industrial products (see [2] for a 
review). A virtual sensor can predict a category (classification) 
or a quantity (regression). Besides their use for better process 
control, virtual sensors are used to tackle many other problems, 
such as back-up of a real sensor, what-if analysis, sensor 
validation, and fault detection and diagnosis. 

The latter consists typically in monitoring a statistically 
significant deviation between the actual monitored data and the 
learnt reference provided by the virtual sensor. A usual way to 
perform this step is to model the prediction error (so-called 
residuals) and use this model to detect a statistical outlier [5]. 
Fig. 4 illustrates how such Virtual Sensor Fault Detection 
(VSFD) technologies can be assembled to create an adaptive 
temperature monitoring solution. 

 

 
Fig. 4 Virtual Sensor Fault Detection Principle 

 

B. Incremental learning framework 

1) Context 

Virtual sensor models are learnt on historical data capturing 
normal process operation. Such historical data spans over a 
limited period of time and therefore may describe a limited set 
of process operations. New data may contain unseen normal 
samples representing other or new aspects of the process. This 
notion known as concept drift is affecting the predictive 
accuracy of models over time. Adaptive Soft (Virtual) Sensors 
approaches [13] propose to update models using the new 
samples, or fully retrain models with the augmented dataset. 
Advanced sample selection and weighting techniques, as well 
as ensemble methods, are typically used to cope with 
challenging drifts [7]. Finally, recent uses of deep learning 
models to perform such tasks highlighted a specific issue 
known as the stability-plasticity dilemma, leading in extreme 
cases to catastrophic forgetting [10]. 

More general frameworks known as Online, Sequential,  
Incremental, Lifelong, or Continual learning [3] have recently 
emerged to describe applications where multiple aspects of the 
problem evolve with time. While the vast majority of work 
focuses on deep learning models for image classification, some 
papers mention regression tasks [6]. Adaptive virtual sensors 
can be seen as a particular case of incremental learning with a 
single task (regression), incremental on the data-domain. 
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Based on this review, we can delineate three general 
concerns in incremental learning regarding updates:
· When to update: model updates can be set to run 

periodically (e.g. weekly), or triggered whenever novelty 
is detected in the samples by a novelty detection model
[14]. An alternate approach is to store novel samples in a 
buffer and update the model when maximum capacity is 
reached [6]

· What samples to integrate: too large new sample batches 
may be sub-sampled; under-represented class labels may 
be boosted with sample generation techniques; etc.

· How to inject the new samples: special update steps can 
include sample weighting for example

Most of the literature on incremental learning considers all 
samples to be safe for reinjection and is concerned with how to 
inject them. Some applications of adaptative virtual sensors are 
concerned with what data to reinject ; they tackle the issue using 
specific models and architectures [14]-[15]. These studies focus 
on classification models; besides they do not try to evaluate and 
compare different update strategies – but implement one and 
assess its performance.

There is no literature to date, to the best of our knowledge, 
comparing incremental learning strategies for regression virtual 
sensors for fault detection tasks (III.A). Process faults arising in 
operational data are an extreme case of outliers or concept drift: 
the statistical properties of the data during fault periods become 
different from the normal one used in the training set. However, 
as opposed to the usual concept drift handling approaches, the 
updated model should be protected from deviations so that it 
can still detect such faults in the future. In other words, new 
samples to integrate in the model should be carefully curated to 
eliminate abnormal samples and preserve its aim at modeling 
normal behaviors.

2) General Framework

An initial model  ! is learnt on an initial dataset "!. "! is 
considered safe: it only contains normal (non-fault) data. The 
following steps are then performed in sequence:
1) Use model  ! to predict the target variable and detect 

faults during next period (dataset "#)
2) Based on step 1 outcome, filter dataset "# to keep only 

“safe” samples "#
′

3) Update model  ! with "#
′ to create model  #

4) Iterate: repeat step 1-3 with new model  # and next period 
"$

Fig. 5 below illustrates this procedure. The curation step (2) 
is indicated with a star (*).

Note that this procedure describes online learning-style 
update steps. It can be easily adapted to include full model 
retraining instead of model updates. Associated alternate Step 3 
becomes:
3') Append "#

′ to previous dataset "!. Train new model  #

using the merged dataset.

Fig. 5 Incremental learning framework

3) Considered implementation

Within the framework described in III.B.2), we consider the 
particular implementation below. An initial training period of 4 
weeks is considered for "!. Incremental learning is done on a 
weekly calendar basis. The curation step (2) is composed of two 
sub-steps:
- Automated faults filtering: even when the model predicts a 

fault, some samples are automatically re-tagged as normal.
- Level 1: previously unseen (out-of-training range) data 

is re-tagged as normal,
- Level 2: in addition to level 1, transient faults and faults 

tagged as unrealistic by an expert rule are re-tagged as 
normal. Such an expert rule includes physics-driven 
concerns, for example in some contexts an “under-
heating” fault is not likely to be an actual fault but rather 

a model prediction error.

- Faults validation: faults are then presented to a human 
operator (expert). This operator is in charge of providing 
the final label: it can either “confirm the fault” or “discard 

the fault”. Discarded faults are re-tagged as normal.

Finally, models are fully relearnt (3’.) instead of being 
updated (3.), so as to eliminate suboptimality issues related to 
partial updates. The size of the datasets is small and the 
considered model simple, thus full retraining is not prohibitive; 
and neither security nor storage are issues here. The overall 
process is described in Fig. 6.

Fig. 6 Virtual Sensor Fault Detection orchestration
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C. Validation using simulation 

Validating the adaptive VSFD orchestration presented in 
III.B.3) is challenging, as only a little real incident data is 
available from the field. To overcome these difficulties, we 
propose to simulate the entire procedure on realistic datasets. 
This allows us both to validate correct behavior (overall 
feasibility) and to choose between algorithmic configurations. 
 
1) Annotated datasets 

Datasets injected in the simulator contain actual 
measurements (a multivariate timeseries) recorded from the 
field during several months of process operation. Each dataset 
is annotated: it is associated with zero, one or several fault 

periods. A fault period consists of a start and end date, and 
corresponds to a real incident observed on the field. Fault 
periods are usually defined as broader than the actual fault, 
because it is assumed that unobserved fault samples may 
already be present before the fault has been detected by a human 
operator. Also, logbooks from the field may be imprecise and 
contain vague fault period definitions. 
 
2) Algorithm configurations 

We consider eight alternate virtual sensor configurations 
related to the size of sliding window used: 1h, 2h, 3h, 6h, 9h, 
10h, 12h, and 24h. For a given virtual sensor configuration, we 
consider 4 alternate fault detection threshold multiplicator (see 
[5]): 2, 2.5, 3, and 3.5. 
 
3) Update strategies 

Although most steps described in previous section III.B.3) 
present no particular technical difficulties, a challenge comes 
with simulating the human expert contribution happening in 
step 2 (fault validation). Besides, the Level 2 automated faults 
filtering step may mistakenly re-tag actual fault samples as 
normal ones. We define below three strategies to simulate the 
fault filtering and validation process: conservative, realistic, 
and oracle. 

Conservative strategy: the conservative strategy represents 
a low-risk scenario. Only Level 1 fault filtering is active, and all 
other faults keep their label. Level 2 is inactive and the expert 
always confirms faults. In other words, only samples not tagged 
as fault by the VSFD and samples out-of-range of the training 
space are considered normal and used to relearn the model. In 
this scenario, a minimal volume of new data is reinjected for 
learning every week. 

Realistic strategy: this strategy is quite similar to the 
conservative one. This time, both Level 1 and Level 2 fault 
filtering are active, but the expert cannot discard faults. In other 
words, in addition to the conservative strategy, samples 
representing non-physically valid or transient faults are 
reinjected too. In this scenario, a medium volume of data is 
reinjected for learning every week. 

Oracle strategy: in the oracle strategy, both Level 1 and 
Level 2 fault filtering are active, and the expert is omniscient 
and knows exactly when actual faults occur. In other words, in 
addition to the realistic strategy, samples detected as fault and 
not re-tagged by the filtering are automatically re-tagged as 

normal by the expert if they fall outside the actual fault period. 
In this scenario, a maximal volume of new data is reinjected for 
learning every week. 

The conservative and oracle strategies have opposite 
behaviors and serve as representative bounds of the reality. In 
the conservative and realistic strategies, the expert is not 
confident on its abilities to recognize faults, while in the oracle 
scenario, it never makes mistakes. In the real world, experts are 
somewhere between realistic and oracle. They can adapt their 
behavior to particular customers and assets, as well as use their 
expertise and analysis skills on the measurement timeseries to 
discard false alarms. Simulating such an adaptative strategy for 
experts is out of scope of this study. 
 
4) Assessment metrics 

We introduce the following performance metrics to evaluate 
how well a given simulation run has succeeded in terms of fault 
detection.  

Each sample is tagged as False Positive (%&), True Positive 
('&), False Negative (%() or True Negative ('() depending 
on whether its label after the Automated faults filtering step 
matches the ground truth label (True/False) and if it is fault 
(Positive) or normal (Negative). 

The fault detection indicator %" is defined as a 
boolean/dummy variable, equal to 1 when at least one fault was 
detected within the fault period, and to 0 otherwise.  

The fault periods coverage %&) (a.k.a. sensitivity or recall) 
is defined as the ratio between the number of samples tagged as 
fault in the fault periods and the total number of samples in the 
fault periods.  

The false alarm ratio %*+ (a.k.a. false positive rate) is 
defined as the ratio between the number of samples tagged as 
fault outside of the fault periods and the total number of samples 
outside the fault period. 

%&) =
'&

'& + %(
                  %*+ =

%&

%& + '(
 

 
5) Experimental results 

We use data from three customer assets: two low-voltage 
panels and one medium-voltage panel. Inside a panel, a data set 
may be representative of different sub-assemblies: cable, 
busbar or withdrawable circuit breaker connections. Datasets 
span several months and contain either zero or one annotated 
fault period, that may be approximate (see III.C.1). Table I 
describes the five datasets used in this study. 

We run the procedure described in (III.B.3): for each of the 
five cases, eight algorithm configurations, four fault detection 
threshold multiplicators, and three update strategies; giving in 
total 480 alternatives to evaluate. The FPC and FAR metrics are 
computed on each alternative. They are then averaged across all 
datasets, so that each model configuration is associated with a 
single pair of metrics. 

Fig. 7 presents the results obtained in this experiment. For 
each of the considered update strategy (subplots (a), (b), (c)), 
the FPC (x-axis) and FAR (y-axis) are displayed for all 
alternatives algorithm configurations. Alternatives are grouped 
by sliding window size (colored line), where each group
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TABLE I 
DESCRIPTION OF USE CASES (15 MINUTES DATA SAMPLING RATE) 

Case Customer Asset Sub-assembly Fault period Dataset duration Observations 

1.1 1 LV Panel N° 1 01/03/2019 – 15/04/2019 04/06/2018 – 08/03/2021 96,799 

1.2 1 LV Panel N° 2 No fault 04/06/2018 – 08/03/2021 96,799 

2.1 2 LV Panel N° 1  No fault 10/07/2019 – 11/03/2020 23,497 

2.2 2 LV Panel N° 2 01/10/2019 – 31/10/2019 10/07/2019 – 11/03/2020 23,497 

3.1 3 MV Panel N° 1 01/09/2020 – 30/09/2020 14/11/2019 – 24/03/2021 47,620 

 

 
Fig. 7 Results for the Conservative (a), Realistic (b) and Oracle (c) strategies.  

Fault detection heatmap (d) 
 

contains results for the 4 fault detection multiplicator values. In 
addition, a fault detection heatmap for FD is computed for each 
strategy; however since all lead to identical results a single one 
is presented (d). 
 

From the fault detection (FD) heatmap, we can first discard 
configuration [1H] (models using a sliding window size of 1h): 
whatever the fault detection multiplicator, none was able to 
detect the fault in use-case 2.2. This is also the case for 
configuration [3H] with multiplicator 3.5. 

From the scatter plots, we see several trends. First, the 
amount of false alarms (FAR, y-axis) decreases as the strategy 
moves from Conservative (10-44%) to Realistic (5-25%) and 
finally Oracle (1-6%). This tends to confirm the role of a good 
expert feedback loop in the quality of incremental learning. 

Concerning the fault prediction coverage (%&), x-axis), 
· In the Oracle scenario (c), all models have similar values 

(~10%). This consensus seems to indicate that the actual 
fault period is much smaller than the one declared in the 
datasets. In addition, we see that large sliding windows 
have better coverage: they are closer to 10%, while small 
ones are close to 5%. For the rest of analysis below, we use 
10% as the optimal coverage to reach and consider higher 
values as “erroneously better”. 

· With the Realistic strategy (b), we see two groups of 
models with similar values (left: ~10%, same as in Oracle, 
or right: ~40%). The left group (“correct”) corresponds to 

high fault detection multiplicators values, while the right 
group corresponds to low ones. In this scenario, the results 
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therefore tend to indicate that all models can be moved to 
the left group simply by increasing the fault detection 
multiplicator. 

· With the Conservative strategy (a), the same two groups 
are visible, with the same values. However this time, 
models with small sliding window sizes (6h or less) are not 
able to move to the left group, even when the fault 
detection multiplicator is increased. It seems to indicate 
that to tackle this worst-case scenario, large sliding 
windows are preferable. We also note on this chart the 
presence of an outlier point. 

 
Overall these results highlight a better stability of models 

using large sliding windows (>6h) and a large fault detection 
threshold multiplicator (3.5), even when the worst-case 
Conservative strategy is used. Adding Level 2 filtering (III.B.3) 
brings a lot of value in terms of false alarms rate reduction and 
models stability. Finally, since these results were obtained on 
only five datasets, two of which without fault periods, it might 
be relevant to pursue larger-scale analysis to see if these trends 
are confirmed. 

IV. CONCLUSION 

Condition monitoring of critical assets requires both a short-
term and a long-term perspective in order to both detect sudden 
anomalies and slow degradation. At Schneider Electric we 
combine Machine Learning methods for the short-term, and 
First principle statistical methods for the long-term. Validating 
such approaches is challenging. Indeed most of the real world 
collected data captures normal behavior and does not span for a 
long enough period of time to capture the asset degradation. 

 
In this paper we propose to use simulation to overcome these 

difficulties: 
· Long-term degradation simulation requires to simulate the 

environment and usage over decades of product life. 
Simulating the environmental conditions (Temperature, 
Humidity…) is performed using both timeseries modeling 

techniques (e.g. ARIMA) and modifications of real 
timeseries captured from sensors. Simulating usage is 
performed using modifications of real load profiles, 
representative of the diversity of use cases. Finally, several 
maintenance scenarios can be simulated in order to 
benchmark their efficiency: current field practices, 
optimized maintenance, etc. 

· For Short-Term Machine Learning-based approaches, we 
can use actual field data in the simulator as a few 
months/years are sufficient to see practical convergence 
and accurate fault detection. However the challenge is 
associated with simulating model incremental learning 
over time, especially when a human operator is supposed 
to confirm/discard faults. We propose to bound the space 
of exploration with a pessimistic and an optimistic human 
behavior simulator, as well as a “probable” median 

scenario. 
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Abstract— We have designed a TiO2/PDMS coating with 94% 

solar reflectance, 96% IR emittance, and 81.8 W/m2 cooling power for 

passive daytime radiative cooling using Kubelka Munk theory and 

CST microwave studio. To reduce solar absorption loss in 0.3-0.39 µm 

wavelength region, a TiO2 thin film on top of the coating is used. 

Simulation using Ansys Lumerical shows that for a 20 µm thick 

TiO2/PDMS coating, a TiO2 thin film of 84 nm increases the coatings 

reflectivity by 11% in the solar region. 

 

Keywords—Disordered metamaterial, Kubelka Munk theory 

Passive daytime radiative cooling, Solar absorption losses.  
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Abstract— We were assigned in 2017 by the Sudanese Ministry 

of Industry to carry out maintenance and manufacture of large 

pumps belonging to the Rahad Agriculture Project. The work is 

divided into many sections according to the manufacturing 

processes. The pump has many parts, some can be made by 

fabrication, but the impeller belongs to the casting section. Since that 

time, I have been thinking of casting methods to give me top 

accuracy and high quality by using the facilities available in my 

country. I found that sand molding was so difficult, so I began to 

think more and more, and suddenly fired, wood casting had been 

running in my head. Fired wood casting is for wide and complicated 

pieces, like lost wax casting for small and complicated pieces. The 

idea is simple words is to make a wooden pattern same like the piece 

with all details and also make the gating system from wood and then 

cover the patterns with sand like sand casting and then fire the wood 

to give a cavity .and the other steps same like the steps in sand 

casting. The paper contains all details for explaining the idea, like 

making molding, firing the wooden patterns, cleaning the arches, 

and pouring the molten metal. 

 

Keywords— new metal casting, new method of casting by firing 

the wooden patterns, fired wood casting for wide and complicated 

pieces, new method for ciplicated, large pieces by removing the 

wooden pattern by firing. 
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Abstract—This work aims to develop a new method that maxi-
mally reduces the phenomenon of scrabbling weights in modern Deep
Neural Network architectures without losing positive generalization
characteristics of SGD. The goal of the conducted experiments is to
tune the proposed method called Gradient Overdrive (GO) and try
to prove its effectiveness by comparison to similar state-of-the-art
methods. The method aims at achieving steeper learning curves in
the same training regimes. Though the method should mark by being
computationally efficient, neither the experimental implementation
ensures to be optimal nor is it in the scope of this work to optimize
the technique in the domain of computation time.

Keywords—neural network training, SGD, MLP, convolutional
network.

I. INTRODUCTION

Deep Neural Networks (DNN) are entering their second

decade of rampant development with numerous use cases and

wide-scale research interest. The most common way of their

training is the Stochastic Gradient Descent (SGD) algorithm.

Despite broad research interest, there has long been no strict

and formal understanding of the reasons why SGD produces

a beneficial result. Particularly in the matter of its intrinsic

randomness and its influence on the quality of training in

different use cases, especially nonconvex problems [4].

A thorough mathematical analysis of DNN training algo-

rithms has been provided only recently, e.g., overall statistical

error analysis [5], and formal generalization bounds of SGD

for DNNs in the over parametrized regime [6]. Some novel

approaches to accelerating gradient in SGD have also been

proposed and shown to be robust to statistical error accu-

mulation and inherent instability in applications with Least

Squares Regression (LSR) [9]. However, the trade-off between

generalization effects and slow convergence still remains an

open issue, especially in times of rapidly changing state-of-

the-art DNN architectures.

New benchmark records achieved by novel yet intuitive

techniques show us that an intuition-oriented fresh look or

even rethinking a previously known method is key to achieving

better results.

regularisation effects and its ability to escape from sharp

minima [12]. The authors show that trying to domesticate the

randomness by introducing extrinsic random distributions into

the training regime yields a faster convergence rate. Parameter

variance reduction is another important idea present in many

recent works. It has been applied to improving the efficiency

of minibatch training by using stratified sampling [13] and

shown to be able to improve the convergence rate significantly

in a popular setup where minibatch training is employed to

parallelize SGD.

The same inherent variance has also been blamed as a cause

of slow asymptotical convergence in [14] where an unbiased

method called Stochastic Variance Reduced Gradient (SVRG)

was introduced to remedy this problem with satisfying results

for smooth and strongly convex functions. The approach has

also been proposed in biased alternatives, namely Stochastic

Average Gradient (SAG) [15] (SAG) and Point-SAGA [16].

On the contrary, more recent work showed that the above

variance reduction methods are hardly applicable to complex

non-convex optimization problems encountered during training

of modern DNNs [18]. The authors aim at exploring the causes

of the failure of SVRG and related approaches in such cases

and point at complications related to the concurrent use of data

augmentation, batch normalization, and dropout. The authors

conclude the need to find a different approach to reducing

inherent variance and suggest employing techniques used in

learning rate optimization algorithms. This approach would

allow a hybrid method to cope with non-convex problems

and interoperate with modern convolutional, recurrent and

attention-based neural network architectures.

Learning rate optimizers themselves have also been proven

effective in many general and specific tasks of training DNNs.

A front-line of ADAM [19] and its variations [20] has recently

flooded practical DNN applications as a most widely used first

choice optimizer but also challenged researchers to propose

new approaches. A recent work by Schmidt and al. [21] has

benchmarked the most popular optimizers. It also showed that

as so many variants have arisen in recent years, trying different

optimizers is often the most effective way of searching for op-

timal hyperparameters, especially in resource-limited training

scenarios.

A higher-level technique of a generic Random Learning

Rate has also been employed and used on top of optimizers

to improve classification tasks results. It has been proven to

be the best strategy in small learning rate regime applications,

yielding better regularization without extra computational cost

[22]. This technique can also be viewed as another approach

to exploiting SGD’s randomness to achieve the highest quality

and effectiveness results.

In this work, we present a novel approach, which seems

Filip Strzałka  Urszula Markowska-Kaczmar

Gradient Overdrive: Avoiding Negative Randomness

Effects in Stochastic Gradient Descent (SGD)

A novel approach to methods focused around optimizing

SGD can be observed in recent works, including rethinking

of the alignment between those methods and hardware ac-

celeration [11]. There is increasing interest in the study of

SGDs randomness. Several techniques aiming to exploit its

error characteristics were either newly presented or rethought.

A common idea in recent work in this field has focused

on the random noise introduced intrinsically by SGD and

its positive and negative results (namely, good generalization

capabilities versus slow convergence). One of the approaches

is to introduce anisotropic noise in the SGDs optimization

formula intentionally. It is a way of improving the algorithm’s
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to cull from the above ideas in the intuition of improving

SGDs efficiency by avoiding the negative effects of its random-

ness while preserving its positive impact on generalization.

Precisely, we focus on a phenomenon of scrabbling weights

and propose a technique to avoid it by intentionally trimming

gradient on a basis sampled from a random distribution. We

see it as a way of reducing parameter variance during training

and prove applicable alongside modern DNN improvement

techniques, including dropout, batch normalization, and dif-

ferent kinds of data augmentation.

The paper is composed of four sections. The next one

presented some basic concepts that we use in our method.

Description of the method is described in section III. Section

IV presents new activation functions that we used in the

experimental part. In section V we show details referring to the

experimental procedure. Performed experiments are described

in section VI. Conclusions end the paper.

II. FUNDAMENTALS

In this paper, we consider layered, feedforward network

architectures. The first one, where neurons are fully connected

in neighbouring layers, is called the Multilayer Perceptron

(MLP). The simplest one contains one hidden layer. It was

used in the initial experiments during development of our

method. Further, we will also describe the Convolutional

Neural Network (CNN) that was applied to see whether the

method scales. Generally, the MLP is composed of an input

layer, one or many hidden layers and an output layer. The

number of hidden layers and the number of neurons in each

layer are hyperparameters of a network. The number of outputs

depends on the problem solved by the network (classification

or regression). For simplicity, in the description below we

assume the simplest MLP network with one hidden layer.

The signal processing in the network can be described as a

sequence of matrix operations for a given pattern x given in

Eq. 1

h(x) = f(xW(h) + b(h)) (1)

where W(h) is a matrix of hidden layer’s parameters, The

paper is composed of four sections. The next one presented

some basic concepts that we use in our method. Description

of the method is described in section III. Section IV presents

new activation functions that we used in the experimental part.

In section V we show details referring to the experimental

procedure. Performed experiments are described in section VI.

Conclusions end the paper. b(h) is a vector of hidden layer’s

bias values and f is an activation function. There are many

different activation functions, commonly used are: sigmoid,

hyperbolic tangent, step function, ReLU, linear function, and

softmax in the output layer for classification problems.

The network output is defined by Eq. 2.

ŷ(x) = f(h(x)W(o) + b(o)) (2)

where W(o) and b(o) are the matrix of weights and the vector

of biases in the output layer, respectively.

Another type of neural network considered in this paper

is the Convolutional Neural Network (CNN) [17]. In the

convolutional layers, neurons are not fully connected. A given

neuron is only connected to a defined subset of neurons in the

subsequent layer. Moreover, weights assigned to these connec-

tions are shared between neurons of a single feature map of the

convolutional layer. They are widely used in image processing

because they learn to extract complex image features that serve

the performed task the most. In each convolutional layer, one

defines a kernel (or a filter) - matrix with assumed sizes,

significantly lower than the image resolution. Filter values are

tuned during training the network, they correspond to neurons’

connections weights. A single convolutional layer may consist

of multiple filters, each producing a separate feature map.

While processing an image, convolutional filters are moved

across the image stepwise by a constant number of pixels,

and convolution operation is calculated. It defines the total

activation for one neuron in a convolutional layer, Eq. 3.

ykij(x,W) =
P∑

p=1

Q∑

q=1

wkpq xi+p,j+q (3)

where x is the input image, W denotes a matrix of convolu-

tional filters (size: K × P × Q), K is the number of filters

(feature maps), P × Q is the size of a single convolutional

filter, and i, j are a single neuron’s coordinates.

Similarly to MLP, convolution output values are processed

by an activation function, and then pooling is applied. Its

role is to decrease the size of a feature map. Usually it

is implemented as max operation (max-pooling) or average

(average-pooling) from the sliding window. Pooling allows

a convolutional network to be more robust to small image

rotations and translations.

A. Neural Network Training

Neural network training is performed as an optimisation

task. We search for the cost (loss) function minimum. It defines

the error the network makes approximating the target function

F . Most commonly used loss functions are: mean square error,

binary cross-entropy, and categorical cross-entropy.

For complex, multilayered network architectures Backprop-

agation algorithm is in everyday use to train the network. It

assigns the loss function gradient for the last network layer

and then using the chain rule, computes the gradient value for

the weights in the immediately preceding hidden layer. For a

network with more layers, analogously, the gradient in the n-

th layer is calculated by propagating the loss function gradient

from (n + 1)-th layer. Weights are updated according to the

following equation:

Wn = Wn − µ
∂L

∂Wn
(4)

where µ is the learning rate coefficient.

We can calculate the loss function gradient gn for the

weights (and biases) change in the n-th network layer using

the following recursive definition.

gn =
∂L

∂Wn
= fn−1 δn (5)

where:
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δi =





(
Wi+1δi+1 ⊙ f ′

i

)⊤
i < L

(
L′ ⊙ f ′

L

)⊤
i = L

(6)

where L is the loss function, L denotes the total number

of layers (and the index of the output layer), Wi is the

weight matrix between (i − 1)-th layer and i-th layer, fi is

the activation vector in the i-th layer, ′ denotes a value of the

derivative (or gradient), and the operator ⊙ is the Hadamard

product, L is the assumed number of layers.

After one input pattern presentation we update the model

weights and repeat the estimation for the next patterns in the

hope that such approach will lead to the model convergence.

This process, called Stochastic Gradient Descent (SGD) [1],

makes it possible to quickly achieve high accuracy even in

nonconvex highly-dimensional problems, in which the com-

plexity of training examples and the number of model param-

eters is high, while the total number of examples is relatively

low (e.g. In common use is mini-batch stochastic gradient ,

where in a single iteration, the network parameters are updated

based on a small portion of the training dataset. Another

improvement is using momentum. This method almost always

helps accelerate gradients vectors in the right directions, thus

leading to faster converging. We define momentum as a

moving average of our gradients used to update the weights

of the network.

B. Additional DNN-training techniques

Several common techniques used for improving DNN re-

sults are commonly used in practice. Long training may

cause network overfitting; therefore, in practice, some other

techniques are applied. One of them is early stopping. It

relies on setting aside an additional validation dataset. In every

iteration, it is used to monitor the cost value. The training is

stopped when the validation cost increases. Another technique

is data augmentation – a technique used to increase the number

of training examples in NN training by altering input data in a

way that it could possibly be altered in real-life scenarios. The

next technique is dropout [8]. It can be viewed as a type of

regularisation that causes training different architectures of the

network. Batch normalisation [7] is also worth mentioning. It

targets reducing Internal Covariate Shift defined as the change

in the distribution of layer outputs due to model training. By

keeping the distribution of each layer inputs to have zero mean

and unit variance, the authors succeed in improving training

speed. More formally, the method transforms layer inputs x

of the current batch step in the following way:

x←− x− E[x]√
Var[x] + ǫ

∗ γ + β (7)

where E[x] is the expected value vector and V ar[x] is the

variance vector, both estimated by all samples within the

current batch (hence Batch Normalisation). Factors γ and β

are trainable parameters.

Gradient Clipping (GC) [3] is a method of avoiding ex-

ploding gradient values, prototypically performed by simply

limiting the gradient’s norm. The standard GC adjusts the

gradient before updating model parameters θ (weights and

biases) as follows:

g ←−
{
λ g

‖g‖ if ‖g‖ > λ,

g otherwise.
(8)

where λ is clipping threshold, a hyperparameter which usually

has to be tuned to the specific training scenario.

C. Learning rate optimizers

The before mentioned hyperparameter µ depicting learning

rate (lr) ratio can be viewed as the strength of parameter

updates in each step. Higher learning rates reduce the total

number of steps needed for convergence, but reduce the

accuracy as the steps become too large. On the other hand,

smaller learning rates help to find more accurate loss minima,

but make the training process comparatively slow.

In fact, the opportunities sought by researchers in devel-

oping learning rate optimizers resulted in a massive num-

ber of recent publications presenting different approaches to

adjusting lr [21]. Several of them however, became more

popular and remain within a some type of canon for use

in many different problems. An example of a well-known

lr optimisation algorithm is ADAM optimizer [19] The last

procedure updates the network parameters θ (weights and

biases) at each training step as follows:

θt = θt−1 − νt

(
αmt√
vt + ǫ

+ λθt−1

)
(9)

where vt and mt are first and second moment exponential

running coefficients defined as follows:

m0 = 0

mt =
β1mt−1 + (1− β1)gt(

1− (β1)
t
) (10)

and

v0 = 0

vt =
β2vt−1 + (1− β2)g

2
t(

1− (β2)
t
) (11)

where α = 0.001, β1 = 0.9, β1 = 0.999, ǫ = 10−8, λ ∈ IR
(all can be viewed as hyperparameters and tuned to a specific

scenario). Common variant of this method employs decoupled

weight decay [20].

III. METHOD

In the standard SGD or minibatch-SGD training methods,

we attempt to train the model by assuming that a single

training sample (or a single minibatch of samples) can be used

to estimate the general direction of model parameters towards

global loss minimum.
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A. Problem formulation

By using SGD, we introduce a type of regularisation, as

we never fit the model to all available examples at once. By

employing the assumption that a single batch would be a good

estimation of a whole dataset, we can force a neural network to

generalise well even when the number of training examples is

low and the number of trainable parameters is relatively high.

This, however, comes at a cost of weight errance in their way

to the global minimum, which in fact is not guaranteed to be

found at all. This errance is a side effect of SGDs intrinsic

randomness and results in potentially longer training. We thus

aim at reducing negative randomness effects in SGD while

preserving its generalisation effects.

More formally, the goal is to provide such a method that

having a certain reference SGD training configuration with:

• a ResNet-like, or a modern state-of-the-art CNN archi-

tecture, such as NFNet

• an image classification problem with a well-known

benchmark dataset, such as CIFAR10 or ImageNet

ISLRVC 2017

• any subset of modern techniques: minibatch training,

learning rate optimisation, data augmentation, dropout,

batch normalisation, gradient clipping

will result in an improvement of training by any of these means

• a significant reduction of the training length (i.e. making

the network achieve the same loss results in fewer training

steps)

• a significant increase in the classification TOP-1 or TOP-

5 accuracy scores measured on training sets, i.e. achieve

state-of-the-art results

by reducing a phenomenon of opposing gradient values that

appear in subsequent training steps and lead to a potentially

suboptimal training process.

B. Intuition behind avoiding opposing gradient values

The method presented in this work emerged from our

initial experience with MLP training experiments, in which we

observed a phenomenon we called scrabbling weights. We find

that quite often, in the training of neural networks, the weights

seem to ”scrabble” around some time-local mean values before

they eventually turn to the right direction. From the point of

view of several subsequent training steps, the model weights

sometimes seem to respond too quickly to opposing gradient

values and, in turn, increase their variance while not changing

the mean value much. The phenomenon can easily be observed

in trivial cases of neural networks composed of only several

pairs of neurons. An example is presented in Fig. 1. It shows

the case of a neural network with one hidden layer composed

of 2 neurons and one output layer with two neurons. Here,

we can observe scrabbling weights and biases in the hidden

layer that lasts more than 12 000 iterations. According to

our intuition, such opposing gradient values can cause SGD

convergence to slow down while not necessarily being the sole

mechanism that enables generalization and the convergence

itself.

Scrabbling weights are not easily observable in larger

networks, as obviously, the parameters cannot be so well

Fig. 1: On the top - plot of the training accuracy and loss

function; bottom - hidden layer weight and bias values; the

network trained on XOR problem examples. The weights

scrabble in the first half of training time without taking up

any particular direction. This time can be saved by preventing

the phenomenon.

visualized. However, we expect it to occur also in much

larger networks and even in sophisticated training regimes that

use data augmentation, dropout, batch normalization, semi-

supervised learning, or gradient clipping. We find that these

techniques can partially solve this problem. The same applies

to using learning rate optimizers, as they do not aim precisely

at preventing the weights to scrabble but to locally optimize

the learning pace with the goal of better balancing between

fast and accurate convergence.

We find by multiple experiments that trying to reduce

the phenomenon by avoiding opposing gradient values helps

achieve higher training efficiency.

We name the proposed technique ”Gradient Overdrive” as

an analogy to signal analysis theory, where overdrive is a

result of trimming the amplitude of a signal to some constant

maximal value.

This method can also be seen from the point of view of

reducing gradient variance. In fact, reducing gradient values

in some conditions is a common motif of many techniques to

improve SGD’s efficiency. However, the key of our method is

not to use continuous fractional changes to gradient values but

to sample the binary decision of trimming it from the Bernoulli

distribution with some adjusted probability.
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C. Proposed solution: Gradient Overdrive algorithm

For a more straightforward explanation of the method and

the intuition behind it, instead of matrix W or vector of biases

b from now, we will refer to a single parameter (weight or

bias value) k in the network.

We described it in the pseudocode within a standard mini-

batch SGD training algorithm in Algorithm 1. We name

Gradient Overdrive (GO), an operation performed in each

training step, after computing the value of the loss function

(line 2) and backpropagating it through the network (line 3),

but before the lr optimization step. The algorithm is performed

for each batch i. At this moment, in the standard SGD method,

each model parameter should have a value ĝk,i scaled by lr

optimizer algorithm and added to the parameter itself.

Algorithm 1: Gradient Overdrive pseudocode within

a single training step

Data: Training examples of a next training (batch)

step i

Result: Updated all k-th parameters wk,i in step i-th

1 perform forward pass;

2 compute loss value;

3 backpropagate to compute the gradients gi;

4 for each single scalar parameter of the model k do

5 estimate EMAk,i and EMV ark,i;

6 compute overdrive probability pk,i;

7 sample gradient overdrive flag XGOk,i
;

8 if XGOk,i
equals 1 then

9 overdrive gradient value ĝk,i = GO(gk,i);
10 else

11 do not overdrive, simply set ĝk,i = gk,i
12 end

13 end

14 having ĝk,i find ∆wk,i by appropriate learning rate

optimizer algorithm;

15 perform weight update: wk = wk +∆wk,i;

The GO method is included in lines 4 to 13 (Algorithm 1).

For all of the model’s weight or bias (matrix or vector), for

which we compute gradient gi in step i, we have K single

scalar parameters wk (i.e., K is the number of all parameters

in the network). We determine ĝk,i modifier for each k-th

scalar parameter as follows (lines 8 to 12):

ĝk,i =





max[EMAk,i , gk,i], if XGOk,i
= 1, sk = 1

−max[EMAk,i , − gk,i], if XGOk,i
= 1, sk = −1

gk, ifXGOk,i
= 0

(12)

where:

EMAk,i - exponential moving average of the scalar

gradient value at step i

sk - overdrive direction flag, for each k-th scalar

parameter sampled once at the beginning of training

from {−1, 1} with equal probability

XGOk,i
- gradient overdrive flag - a random variable

sampled from Bernoulli distribution with success prob-

ability pi (line 6)

The intuition behind this equation is to effectively trim the

gradient value above or below the estimated average (EMAk,i),

direction depending on the random (but constant through

training) flag value. The probability pi is given by:

pi = max

[
0 , pmax ·

(
1

K

K∑

k=0

EMVark,i

EMVarmax
k,i

)e

− pcut

]

(13)

where:

EMVark,i - exponentially weighted moving variance

of the scalar gradient value at step i

EMVarmax
k,i - maximal value of EMVark from the

beginning of training until step i

pmax - upper probability bound, GO hyperparameter

pcut - probability cutout, a constant value to substract,

GO hyperparameter

e - variance ratio influence index, GO hyperparameter

The intuition behind this equation is to gradually decrease the

GO probability pi through training exponentially to reduce the

relative gradient variance of the whole model. The exponential

index e, the maximal value coefficient pmax and the constantly

subtracted value pcut are hyperparameters that allow control-

ling the shape of the exponential-like curve, i.e., changing its

steepness, maximal, and cutout value.

pi = max

[
0 , pmax ·

(
1

K

K∑

k=0

EMVark,i

EMVarmax
k,i

)e

− pcut

]

(14)

where:

Moments are estimated by exponential running average,

according to Welford’s online algorithm for computing mean

and variance:

EMAk,i = β · EMAk,i−1 + (1− β) · gk,i (15)

EMVark,i = β · EMVark,i−1 + (1− β) · (gk,i − EMAk,i−1)
2

(16)

where parameter β is fixed at 0.8

Part of this technique (algorithm 1, line 5) is also used in

popular Adam and AdamW learning rate optimization algo-

rithms, which makes it favorable for using them cooperatively

to save computation time (in line 14).

An essential issue towards applying these equations is

to sample the directions of overdrive once before training

randomly. Initial research showed that it is not favorable to

change the overdrive directions later in training. This approach

does not introduce direction bias for the whole network and

ensures GO always ”forces” changes in the same way. As

a result, we expect our method to be successfully combined

with many other techniques used in modern neural network

optimization.

D. Limitations of the presented method

One should notice that the expected value of a weight

change differs from the classic SGD case as we don’t compen-
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sate gradient trimming, which decreases the effective learning

rate lreff from the point of view of its sole optimization:

lreff = (1− E (pi)) · lr
≤ lr

(17)

where E (pi) is expected value of gradient overdrive probabil-

ity pi among all model parameters during the whole training.

Possible compensation for that decrease was demitted in the

initial stages of research, as it did not turn up to have positive

effects on the convergence process. However, as our research

only included experiments with Adam and AdamW optimizers

(and initially simple mini-batch SGD with momentum), it can

be considered a further study basis.

Another limitation of GO is its sensitivity to activation

function characteristics. In particular, we find that not all

of the traditional activations work well with the method.

In research, we first test the most popular ones, including

Sigmoid, Tanh, Hardswish, and popular variations of ReLU.

We then provide several new activation functions based on

intuition from initial experiments. The new activations are

defined in the next section. However, it is noticeable that the

search for optimal activation to work best with GO was rather

rough than exhaustive.

The same applies to the method’s hyperparameters, whose

number (3) should profitably be reduced in further work.

Heuristic approaches can be used in further study to solve

these problems eventually.

IV. NEW ACTIVATION FUNCTIONS PROPOSED

In our initial experiments, we found that constant slope

(first derivative) values of the activation functions work worse

with GO than those featuring curves, i.e., logistic sigmoid

or hyperbolic tangent. Unfortunately, the two suffer from the

vanishing gradient phenomenon and are more and more rarely

used in deep neural networks. For this reason, we propose

several new activation functions that combine ReLU with sine

trigonometric function to find an activation that addresses both

problems.

The intuition for creating new activations was based on the

fact that the function that experienced the highest increase

rates with GO was Sigmoid, which is hardly applicable to deep

convolutional networks due to the vanishing gradient problem.

Below we present their definitions along with sample plots

shown in figure 2.

a) Sintoix:

f(x) = sinx+ 2x (18)

b) ReSintoix:

f(x) =

{
sinx+ 2x, if x ≥ 0

0, otherwise
(19)

c) ShiftHalfSintoix:

f(x) =

{
sin (x+ π) + 2x, if x ≥ −π
0, otherwise

(20)

d) LeakySintoix:

f(x) =

{
sin (x+ π) + 2x, if x ≥ −π
1

100 · sinx, otherwise
(21)

Fig. 2: Example plots of the newly proposed activation func-

tions.

V. EXPERIMENTAL SETUP

The general goal of experiments was to tune and evaluate

the method’s performance versus control cases by measuring

the quality and efficiency of training CNNs of various ar-

chitectures, sizes, and regularisation techniques, in common

classification tasks. In the experimental research, we explore

the influence of the network activation function and the

method’s hyperparameters on its properties. We consider a

small (6-layered) convolutional network, 15 epochs of reduced

CIFAR10 dataset, and a larger network (20-layer ResNet). The

results are compared to the small network from the previous

step with the same subset of hyperparameters found earlier.

We also performed experiments to evaluate the method’s

qualitative and quantitative results on a larger model with mod-

ern regularisation techniques (EfficientNet) on the CIFAR100

dataset with data augmentation (random crop, random flip).
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a) Experimental procedure:

For all of the conducted experiments, we took considerable

caution in the matter of their reproducibility, i.e., the experi-

mental procedure followed these assumptions:

• when run multiple times with the same parameters, ran-

dom seed and on the same hardware setup, every single

run of a training experiment should have the same result

in terms of the model outputs on every step of training,

and thus in the values of used loss metrics of any type,

• in the experiments comparing the results of different

neural network architectures, the same initial weights

and the same order of serving training cases should be

retained..

To improve the statistical reliability of the results and ensure

all experiments were treated equally, each particular experi-

mental scenario (i.e., with given values of the variable param-

eters) was repeated 10 times with a set of 10 different random

seeds, which remained constant among various experiments.

This way, we could fulfill the above assumptions by ensuring

that the only difference between similar experiments lies in the

varying parameter values. Specifically, the initial weights and

the order of serving the training examples were only dependent

on the random seed when running on the same hardware setup.

Consistently, the mean and standard deviation of the output

metric values of the 10 statistical runs were presented on line

plots in the form of a solid line (mean) with a shaded area

around it (± standard deviation range). Also, each time a

particular value of the output metric appears in a table or in

text, it should always, unless oppositely stated, be considered

a mean value from the 10 repeated runs.

A. Software and hardware setup

The experiments were run with a cross-platform Python 3.8

interpreter on several different physical and virtual machines.

However, we always used a single GPU, multi-core CPU, and

a fast SSD disk.

B. Datasets used

∼

∼

VI. EXPERIMENTS

A. Experiment 1: Exploration of the influence of the network

activation function and the method’s hyperparameters on its

properties.

The particular goal of this experiment was to find initial

key relationships between the network activation function,

the proposed method’s hyperparameters, and its early-epoch

training performance. Specifically, the experiment was focused

on determining a subset of commonly used CNN activation

functions and possibly presenting new ones that the method

works well. It was also oriented at choosing rough Gradient

Overdrive automatic-adjustment algorithm hyperparameters,

which should form a base for further experiments.

Setup. Constant hyperparameter values:

• neural network architecture of 3 convolutional, 3 pooling

and 2 linear layers

• AdamW learning rate optimizer with learning rate param-

eter 0.001 (remaining parameters as in [19])

• batch SGD training algorithm with CrossEntropy Loss

function, batch size 128 and number of epochs 15

• reduced CIFAR10 dataset.

Adjusted hyperparameter values:

• activation function type - one of: {Sigmoid, TanH, ReLU,

LeakyReLU, GELU, ELU, SELU, SiLU, Hardswish, Sin-

toix, ReSintoix, LeakySintoix, ShiftHalfSintoix} (together

13 various activation functions were tested, )

• GO usage flag - one of {True, False} - if False (i.e.

control case scenario), the following GO parameters are

not applicable

• GO parameter Pm (max probability) - within values:

{0.8, 0.9, 1.0}
• GO parameter Pc (probability cutout) - within values:

{0.08, 0.1, 0.12, 0.14}
• GO parameter e (variance index) - within values: {1.5,

2.0, 2.5, 3.0}
The variable hyperparameters search was organised in a tradi-

tional grid as applicable, yielding the total number of different

scenarios: 13 ∗ (3 ∗ 4 ∗ 4 + 1) = 637
Results. As the dataset is balanced and as the goal was to eval-

uate both time-efficiency of training and final classification

score, the metrics used in this experiment include:

1) an Average of all epochs of Validation Accuracy (ac-

curacy measured on the validation set) per-epoch-Mean

value (referred to as AvgVAM),

Reduced CIFAR10. The reduced CIFAR10 dataset is a subset

of the full CIFAR10 dataset, i.e., we only use 10000 training

samples (first original batch) for training and the complete

original validation set for validation.

CIFAR100. Analogous to CIFAR10, the full CIFAR100

dataset [17] from https://www.cs.toronto.edu/ kriz/cifar.html

consists of 60000 RGB images of size 32x32 px divided into

100 classes with 600 images per class. There are 5000 training

images and 1000 test images. When we refer to using this

dataset, we mean training on the original training set and

validating on the original test set.

kriz/cifar.html consists of 60000 RGB

images of size 32x32 px divided into 10 classes with 6000

images per class. There are 50000 training images and 10000

test images. When we refer to using this dataset, we mean

training on the original training set and validating on the

original test set.

We prepared the models implementation in Python program-

ming language with the use of PyTorch deep learning library.

The plots were obtained by the use of matplotlib.plotly Python

package. Common architecture models (EfficientNets) were

obtained by timm Python package [25]. Adaptive Gradient

Clipping (AGC), though not eventually used to generate the

presented results, was used in some initial experiments with

the help of nfnets-pytorch Python package [2]. The complete

code of the implementation of the proposed method as well

as of the experimental procedure is available on github:

https://github.com/philvec/grad-overdrive-pyTorch on the MIT

license.

Full CIFAR10. The full CIFAR10 dataset [17] from https:

//www.cs.toronto.edu/
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2) a Maximum of all epochs of Validation Accuracy (ac-

curacy measured on the validation set) per-epoch-Mean

value (referred to as MaxVAM).

These metrics can be evaluated for every single experimental

scenario (a set of GO hyperparameters + activation function).

• Several patterns can be observed in terms of GO hyper-

parameter search. Pm = 1.0 (right) is the best bet in the

general case, values of Pm = 0.8 (left) are the best yet

solitary, suggesting specificity.

• The same set of hyperparameters always implies both

significant speedup and higher score, as e.g., different

GO hyperparameters were chosen for ReLU, depending

on the metrics used.

B. Experiment 2: Comparison of the qualitative results on a

larger network versus a small network from the previous step.

• neural network architecture of 20 layer ResNet (as in [10]

sec.4.2. CIFAR-10 and Analysis) with variable activation

function parameter

• AdamW learning rate optimizer with constant learning

rate parameter 0.001

• batch SGD training algorithm with CrossEntropy Loss

function, batch size 128 and number of epochs 30

• GO usage flag - one of {True, False} - if False (i.e.

control case scenario), the following GO parameters are

not applicable

• activation function and GO parameters

(activation, Pm,Pc, e) - one of the consistent sets:

– (ReLU, 0.9, 0.12, 3.0)

– (LeakySintoix, 0.8, 0.1, 3.0)

– (ShiftHalfSintoix, 0.9, 0.08, 2.0)

– (LeakyReLU, 1.0, 0.08, 1.5)

The adjusted hyperparameter were organised in a traditional

grid as applicable, yielding the total number of different

scenarios: 2 ∗ 4 = 8

Results. In this experiment, we use the same metrics as before

for comparing the results with Experiment 1.

Furthermore, we plot Validation Accuracy (accuracy mea-

sured on the validation set) Mean (VAM) after each epoch

in Figure 4, to observe how the difference between GO and

no-GO runs changes through training.

Comments. Below we list the conclusions from this experi-

ment.

• We observe a significant speedup of GO vs. reference

cases when using LeakyReLU (a) and ShiftHalfSontoix

(d). Other activation functions experience only a slight

boost in the first epochs of training but, unfortunately,

lose their pace later on.

• We did not observe a significant increase in GO’s eventual

best score (MaxVAM).

• We observe a slight yet significant correlation between the

results of this experiment and the results of Experiment

1. The best hyperparameters from Experiment 1 also

increase the AvgVAM score when applied to a larger

network. It suggests that though the method should be

further improved, it can probably be used with commonly

used activation functions.

• Two of our custom activation functions experience a boost

in the first epochs of training, increasing the AvgVAM

metric. These results are promising yet unsatisfactory and

suggest further improvements have to be applied to our

GO method.

Furthermore, we present best results for each activation

function, precisely: Table I for GO hyperparameter set result-

ing in best AvgVAM and Table II for GO hyperparameter set

resulting in best MaxVAM. The visualisations serve identify-

ing a subset of activation functions that work best with GO

method.

Comments. We draw the following conclusions from this

experiment’s results:

• Sigmoid activation function works best with the GO

method; however, it does not apply to deep convolutional

networks due to the vanishing gradient problem. We

observe its poor absolute results also in our training

scenario. A classic ReLU activation turns out to work

the best along all common functions used in modern

networks. We choose 4 o the best results to be used in

the following experiment.

• full CIFAR10 dataset (see section V-B for details).

Adjustable hyperparameters values:

Figure 3 presents average metric values for all activation

functions, for each GO hyperparameter set, precisely: Figure

3a for AvgVAM and Figure 3b for MeanVAM. The results

identify the sensitivity of the method’s hyperparameters on

activation function changes. They also determine the best GO

hyperparameters in a general scenario.

• Though some sets of GO hyperparameters can be dis-

carded due to poor performance, but our method gener-

ally experiences high sensitivity to those hyperparameter

changes. After using best values from table 3b as a

starting point, we suggest performing a small search on

the particular architecture and dataset.

Tables III and IV present metric values (AvgVAM and Max-

VAM respectively) for each of the selected activation function

and the corresponding hyperparameter set. They compare the

GO method’s ability to speed up the training of larger networks

to the one observed in Experiment 1. We aim at determining

if GO hyperparameters depend on the model scale.

The particular goal of this experiment was to investigate

the ability of the proposed method to work well on CNN

architectures of different scales. We also observe the hyper-

parameters’ sensitivity on that architecture and scale changes.

The experiment compares the performance of GO from the

previous step to its performance on a much more sophisticated

yet classic ResNet architecture while using the best subset of

the same hyperparameters. The activations marked in previous

Experiment as interesting (bold in Tables I and II) are being

tested along with its best GO hyperparameters versus a larger

residual network.

Setup. Constant hyperparameters values:
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(a) Average of all epochs of Validation Accuracy (accuracy measured on the validation set) per-epoch-Mean value
(AvgVAM)

(b) Maximum of all epochs of Validation Accuracy (accuracy measured on the validation set) per-epoch-Mean value
(MaxVAM)

Fig. 3: Relative average metric values for reduced CIFAR10 dataset for all activation functions, for each GO hyperparameter

set. Lighter squares represent higher values. Several patterns can be observed, including: Pm = 1.0 (right) is the best bet in

the general case, values of Pm = 0.8 (left) are the best yet solitary, which suggest specificity.

C. Experiment 3: Evaluation of the method qualitative and

quantitative results on a large architecture with modern regu-

larisation techniques.

The particular goal of this experiment was to determine if

the method is well suited also for much larger, modern CNN

architectures and complex image classification problems. It

thus aimed at deciding if the hyperparameters tuned in a much

more trivial setup of the previous experiment can be used

to solve modern problems with different CNN architectures.

Unlike in previous experiments, we used only three different

seeds this time due to the considerable computational cost of

each run. However, it should not violate the assumption about

statistical reliability, as the training with larger networks is

believed to be more stable and easier to reproduce. Indeed, the

results of the consecutive runs are very similar as the shaded

areas of the standard deviation range are very narrow in each

case. Setup. Constant hyperparameters values:

treated with data augmentation: random horizontal flip-

ping, random cropping (with 28px padding on each side),

• AdamW learning rate optimizer with constant learning

rate parameter 0.001,

• neural network architecture: EfficientNet B0 [24] with

SiLU activation function and batch normalisation},
• batch SGD training algorithm with CrossEntropy Loss

function, batch size 256 and number of epochs 40,

• GO hyperparameters - the same as for best results for

SiLU activation function from Experiment 1, precisely:

Pm = 0.8, P c = 0.14, e = 1.5.

Adjusted hyperparameter values:

• GO usage flag - one of {True, False} - if False (i.e. con-

trol case scenario), the GO parameters are not applicable.

• we observed a slight yet constant advantage of GO in the

training curves.• CIFAR100 dataset (see section V-B for details). The

images were upsampled to 224× 224px resolution and

Results. Both validation and training mean accuracy plot after

each epoch of training is presented in Figure 5. It serves

to observe how the difference between GO and no-GO runs

changes through training.

Comments. Below we list the conclusions from this experi-

ment.

• A slight advantage also in validation curves can be

observed in the very first 5 epochs - this is a promising

result as it shows that GO’s positive impact on training

efficiency is not reduced when used with large modern

DNNs.
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activation func-

tion

AvgVAM

without GO

max AvgVAM

with GO

percentage

increase

best GO hy-

perparams

Pm Pc e

Sigmoid 0.24702 0.26419 +6.952 % 1.0 0.08 1.5

ReLU 0.45826 0.47466 +3.578 % 0.9 0.12 3.0

LeakyReLU 0.47044 0.47588 +1.156 % 1.0 0.08 1.5

ShiftHalfSintoix 0.47718 0.48231 +1.075 % 0.9 0.08 2.0

LeakySintoix 0.48408 0.48926 +1.069 % 0.8 0.1 3.0

Hardswish 0.46432 0.46779 +0.748 % 1.0 0.1 1.5

SiLU 0.46949 0.47180 +0.491 % 0.9 0.14 1.5

GELU 0.46914 0.47113 +0.422 % 1.0 0.1 2.0

Tanh 0.50665 0.50841 +0.346 % 1.0 0.1 2.5

ELU 0.51234 0.51405 +0.334 % 1.0 0.12 2.5

ReSintoix 0.52645 0.52773 +0.241 % 0.8 0.08 3.5

SELU 0.53196 0.53162 −0.063 % 0.8 0.14 3.5

Sintoix 0.54254 0.54178 −0.139 % 0.8 0.14 3.0

TABLE I: Best hyperparameter sets for each activation function in terms of AvgVAM results. Activations in bold are the most

promising, as they achieve both high absolute score and high increase ratio vs. reference case.

activation func-

tion

MaxVAM

without GO

max MaxVAM

with GO

percentage

increase

best GO hy-

perparams

Pm Pc e

Sigmoid 0.32795 0.36135 +10.18 % 1.0 0.08 1.5

ReLU 0.52386 0.55000 +4.988 % 0.8 0.08 2.0

LeakyReLU 0.53782 0.54506 +1.346 % 0.9 0.1 2.0

Hardswish 0.52142 0.52792 +1.246 % 1.0 0.12 1.5

GELU 0.52358 0.52784 +0.813 % 1.0 0.08 2.5

Tanh 0.56931 0.57263 +0.584 % 1.0 0.1 2.5

SiLU 0.52417 0.52713 +0.563 % 0.8 0.14 1.5

ShiftHalfSintoix 0.54638 0.54936 +0.546 % 1.0 0.1 2.0

ReSintoix 0.57396 0.57709 +0.544 % 0.8 0.14 3.0

ELU 0.57262 0.57535 +0.475 % 1.0 0.1 2.5

LeakySintoix 0.55541 0.55709 +0.301 % 1.0 0.08 3.0

SELU 0.58618 0.58655 +0.063 % 0.8 0.14 3.0

Sintoix 0.56310 0.56316 +0.010 % 0.8 0.12 2.5

TABLE II: Best hyperparameter sets for each activation function in terms of MaxVAM results. Activations in bold are the

most promising, as they achieve both high absolute score and high increase ratio vs. reference case.

activation func-

tion

AvgVAM

without GO

AvgVAM with

GO

percentage

increase

GO

hyperparams

Pm Pc e

LeakyReLU 0.79459 0.79847 +0.487 % 1.0 0.08 1.5

ShiftHalfSintoix 0.80814 0.81146 +0.410 % 0.9 0.08 2.0

LeakySintoix 0.81232 0.81242 +0.012 % 0.8 0.1 3.0

ReLU 0.79842 0.79579 −0.329 % 0.9 0.12 3.0

• However, no significant validation set accuracy increase

can be observed in the overall training process, which

shows that our GO method should be further improved to

meet the needs of large DNN architectures with modern

regularisation techniques.

VII. CONCLUSIONS

Looking back at the initial goals of the work, we can

summarize what can be done to improve the results and what

directions of further study seem to be promising.

improving the training of large networks with modern regu-

larisation and optimization techniques was not met. We seek

causes of unsatisfactory results in the algorithm for adjusting

the probability parameter of the GO method during training

(see section III-C for details). Our method seems to work well

on simple architectures but does not seem to scale well into

larger ones.

The experiments presented in section VI were conducted

with all the presumptions initially made. The overall exper-

imental results are promising yet unsatisfactory to the end.

We proved that our GO method could significantly increase

the training speed in the initial epochs of training in simple

scenarios, including ResNet networks. However, the goal of

For this reason, we think more focus should be taken in

terms of the hyperparameters whose importance was marginal-

ized in our work due to limited resources. These hyperparam-

eters include: β parameter of the exponential running average

used in estimating EMVar, batch size, and learning rate. As

recent attempts to speed up the training of large networks into

image classification problems require extensive computations

and specialized hardware (including multiple GPUs or TPU

cores), we think these hyperparameters should be optimized

TABLE III: AvgVAM scores for each activation function, with and without GO. Compare with Table I.
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activation func-

tion

MaxVAM

without GO

MaxVAM with

GO

percentage

increase

GO

hyperparams

Pm Pc e

ReLU 0.85997 0.86128 +0.152 % 0.9 0.12 3.0

LeakySintoix 0.87037 0.87138 +0.116 % 0.8 0.1 3.0

ShiftHalfSintoix 0.87139 0.87028 −0.127 % 0.8 0.08 2.0

LeakyReLU 0.86274 0.86010 −0.305 % 1.0 0.08 1.5

(a) LeakyReLU (b) LeakySintoix

(c) ReLU (d) ShiftHalfSintoix

Fig. 4: Learning curves (accuracy measured on the validation

set vs. epoch) for the best GO hyperparameters on 20-layer

ResNet network, CIFAR10 dataset. ’False’ depicts the control

case without GO, ’True’ illustrates the use of GO. Solid lines

represent mean values; shaded areas represent the ± standard

deviation range. We observe a slight speedup of GO vs. ref-

erence case when using LeakyReLU (a) and ShiftHalfSontoix

(d).

Although the solution is not entirely successful, we do not

consider the topic to be exhausted. As we seek causes of

unsatisfactory results in our GO automatic adjustment method,

Fig. 5: Learning curves (accuracy measured respectively on

training and validation sets vs. epoch) on EfficientNet B0

baseline network, CIFAR100 dataset. ’False’ depicts the con-

trol case without GO, ’True’ illustrates the use of GO. Solid

lines represent mean values; shaded areas represent ± standard

deviation range. A slight yet constant advantage of GO can be

observed in training curves (solid red and dashed green).

further attempts should be made to improve it. As the general

idea of overdriving the gradients to reduce the phenomenon of

scrabbling weights still seems promising, different approaches

to its adjustment can be tested.

profiling and optimizing the code.
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Abstract— In radiotherapy planning one of the goals consists in 

minimize the radiation dose delivered in the patient, in particular in 

the healthy tissues and organs. On the other hand, it is necessary to 

deliver as much radiation as possible in the tumor. In order to 

achieve these goals we use a linear programming model to formulate 

this problem and the intensity modulated radiation therapy technique 

which allows the delivery of nonuniform radiation flow. In practice, 

the amount of dose to be delivered varies according with the 

specialist. Therefore in this work, the doses are considered as 

triangular fuzzy numbers. Besides, the surprise function, that can be 

view as a penalty for the constraints violation, models these fuzzy 

constraints in a non-linear function that must be minimized. As a 

result, a mathematical model with non-linear and convex objective 

function with bounding constraints for the radiation flow is obtained. 

We develop a specially tailored interior point method for this 

mathematical model. It was implemented in MATLAB and the 

numerical experiments are performed in real world large-scale 

problems. The numerical results show that the developed method 

provides favorable solutions for the dose distribution problem in 

comparison with previous approaches. 

 

Keywords— Radiation therapy planning, Fuzzy numbers, 

Interior point methods, Surprise function. 
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Abstract 

 
In this paper I’ll show how the relativistic effect in SRT must be observer dependent which is leading to field and 

retardation, and that is leading to the wave-particle duality and the uncertainty principle by the vacuum fluctuation. 

In this I propose a new transformation by translating the retardation according to the invariance by the entanglement 

which is leading to the relativistic ether from the point of view of the quantum vacuum which is leading to the wave-

particle duality and the uncertainty principle by the vacuum fluctuation. According to my transformation, there two 

pictures for the moving train, and these two pictures are separate in space and time as a result of the retardation but 

they are entangled by the invariance of the energy momentum. That will lead also to explain the double slit 

experiment from the point of view of quantum theory. In my new transformation, I propose there is no space-time 

continuum, as in special relativity; it is only time, and space is invariant. That leads to the new transformation being 

vacuum energy dependent instead of relative velocity dependent as in Einstein’s interpretation of the Lorentz 

transformation equations of the theory of special relativity. Furthermore, the Lorentz factor in my transformation is 

equivalent to the refractive index in optics. That leads to the disappearance of all the paradoxes of the theory of 

special relativity: The Twin paradox, Ehrenfest paradox, the Ladder paradox, and Bell’s spaceship paradox. 

Furthermore, according to my interpretation, one could explain the experimental results of quantum tunneling and 

entanglement (spooky action), Casimir effect, and Hartman effect. Also according to that by my equivalence 

principle, dark matter and dark energy are explained, and no need to propose dark matter and dark energy, and as a 

consequence of that, the cosmological constant problem will be solved. 

 
Kaywords: Special relativity, General relativity, relativistic ether, retardation, vacuum fluctuation, wave-particle 
duality, uncertainty principle, Entanglement. 
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Theory 
In my paper [1], I have reached to my new=transformation− 

′ ′ 

= 

=

′ − ′ 
 

 ′  
 

 
= ′ 

 
 

,  
, 

 
 
 
 
 
 
 
 
 

 

A B 

 

Figure 1: illustrates the location of the moving train during the motion for the observer stationary on the ground 
according to his time ground clock reading t, and the location of the moving train  for the observer stationary on the 

moving train according to his time clock reading t’ stationary on moving train. 

 

My transformation expresses about the clock retardation according to the invariance of the 
energy momentum by the entanglement. That will lead to the wave-particle duality and the 
uncertainty principle by the vacuum fluctuation [1-6]. 

 

In my transformation space is invariant, and that means there is no length contraction as proposed 
by Lorentz transformation in order to keep on the reality is observer independent according to the 
Minkowski space-time. As Minkowski said about his work in relativity, "The 
 
views of space and time which I wish to lay before you have sprung from the soil of 
experimental physics, and therein lies their strength. They are radical. Henceforth space by 
itself, and time by itself, are doomed to fade away into mere shadows, and only a kind of 
union of the two will preserve an independent reality [18]." And we find that will lead to a 
great problem in physics specially when we are trying to reach to the unified theory. 

 

According to my transformation we get the relativistic ether from the point of view of quantum 
vacuum which is quantum field theory, and this relativistic ether is observer dependent. 
Engelhardt [9] obtained the dispersion relation according to Maxwell’s ether theory of light by 
Galilean transformation according the phase velocity. What I found in my paper, if we translated 
the retardation according to the invariance by the entanglement by considering space is invariant, 

109



Conference Proceedings, Stockholm Sweden July 12-13, 2022

 
in this case we get a vacuum fluctuation as a result of the wave-particle duality and the 
uncertainty, and according to that we get the relativistic ether as observer dependent from the 
point of view of the quantum vacuum and the vacuum fluctuation. In this case we get the speed 
of light must be constant in the local classical vacuum, and globally the speed of light is not 
constant by fluctuate. And that will lead to Doppler effect for photons is the consequence of the 
 
energy and momentum exchange between the atom and the photon: a central role is played by 
the quantum energy jump ∆E of the transition (a relativistic invariant) same as showed by 

Schrodinger in 1922 [7], and the same we can explain the aberration. 

 

Now according to my transformation when the moving train at constant speed v arrives pylon B 

as in Fig. (1) for the observer stationary on the moving train, in this case we get for the observer 
and 

′ =    

stationary on the moving train      

 ′    

For the observer stationary on the ground,= at this momentum, the front of the moving train 
 = = ′  

passed pylon B and the moving train is at distance from pylon A 

 
= = ′ 

(4) 

In this case we get that the term 2′ will be equal to zero. Here in my transformation x and x’
represent the light path for the two observers, the observer stationary on the ground and the 
observer stationary on the moving train. 

 

Here L is the length of the moving train which is invariant for the both the two observers on the 
ground and the observer stationary on the moving. In my theory space is invariant. That means 
both the two observers will agree at the length of the moving train to be L during the motion 
same as if the train is stationary. 

 
In this case when an object inside the moving train leaves the boundaries of his moving train to the 
ground, this case there must be a vacuum fluctuation by the wave-particle duality and the uncertainty as a 
result of the retardation, and thus in this case the clock of the object is reading time t’ as a result of the 
retardation, and that will be explained in more details in my equivalence principle. In this case we get 

′ = −  
and in this case when the object leaves the boundaries of the moving train to the ground, in this 
case there must be a vacuum fluctuation, and when we make a localization at this moment, the 
object will be at dis tance=on the=ground from py lon A 

′ 
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not at a distance because at this moment, the object left the boundaries space of the
 

space of the ground. My transformation illustrates the theory of Feynman and
 

moving train to the 
′ 

=
forward not backward. In this case for the object for itself, the object is

 

how time is moving 
 

transformation from a distance on the ground at 

′ = 

to a distance 

′ = 

in a zero-time
 

separation.    
 

Now by considering the length of the moving train is invariant for both the two observers 
stationary on the ground and stationary on the moving train, in this case we get for the observer 

stationary  on  the  moving  train, the speed of  light  is  c  locally  where  in  this  case  we  have
′ − = ′ = =  

= 
according to his clock locally          

           
 

 

According to that we get according to my transformation that “the light speed is constant in the 

local classical vacuum”. 
 

For the observer stationary on the ground there are two velocities are measured for the light 
beam globally when it leaves the space of the moving train, the phase and group, which are 

′ −   − ℎℎℎℎ =  = − ′ = − = − 
measured globally as a result of the retardation as      
And the group velocity′ as a result of the=vacuum fluctuation, and in this case the uncertainty 

principle pays the rule as− a result− of the retardation,− in this case we get  
That’s how the speed of light globally according to my transformation is not constant by 

fluctuate! 

 

 

THE RELATIVISTIC ENERGY-MOMENTUM 

 

The relativistic kinetic energy of the moving train relative to an observer stationary on ground 
is given according to the equation 

E = √ E v  − E ,  
− c  

E = m c and E is the relativistic kinetic energy. Now by 
solving this equation in terms of v, we get 
 

, 
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E + E E 

c 

 

v = √ E + E 
  

When E ≪≪≪≪ E we get the classical kinetic energy E  = m v  
According to Eq. (11) there is no way for the moving train to reach to the speed of light locally 
on ground. 

 
The relativistic momentum of the moving train relative to the observer stationary on the ground is given according to the equation

m v 
P =

 √  − vc  
Now substitute the value of v  from Eq. (11) in Eq.(12), we get 

 

     P c  

= E 

          
 

Now when 
m  = 

we get  
m c 

  
hν 

        
 

   E +  

P = 

        
 

        c         
 

Now if we substitute from Eq. (10) the value of E = 

√

E0v2 − E in Eq. (13), we get 
 

And from that we get 
E  = P c  + m c 

    
− c 2  

 

Where       P c  = E − m c 
 

        E =  E         
 

Now we have here the relativistic momentum of the moving train relative to the observer 
 

         

√ − 

v      
 

stationary on the ground is     c   m v  
 

     

P − 
     

=
     
√  − vc  

which leading to Eq. (13). While the classical momentum of the moving train for itself according 
to the definition of the proper time in specialP relativity= whichmv is leading to the retardation in my 

− 
transformation is given as 
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where the momentum of the moving train for itself is the classical momentum, m is the rest mass of the 
moving train. Here we proposed the self-momentum of the moving train in order to get the retardation 
which is proven experimentally which is translated in my transformation. 

 

Now by the reciprocity we find the momentum of the observer stationary on the ground relative 

to the observer stationary on the moving train 

y = m v 

 
 

P 
− y  

 

which is the  classical  momentum by the  reciprocity,  where here is the rest mass of the 
 

m 
observer stationary on the ground. That illustrates the relationship between my transformation 
and the Galilean transformation, where in this case my transformation will lead to the 
Copenhagen school by translating the retardation according to the invariance by the 
entanglement which is leading to the wave-particle duality and the uncertainty principle by the 
 
vacuum fluctuation. That explains how in classical mechanics, a special status is assigned to 
time in the sense that it is treated as a classical background parameter, external to the system 
itself. This special role is seen in the standard formulation of quantum mechanics. It is regarded 
as part of an a priori given classical background with a well defined value. In fact, the classical 
treatment of time is deeply intertwined with the Copenhagen interpretation of quantum 
mechanics, and, thus, with the conceptual foundations of quantum theory: all measurements of 
observables are made at certain instants of time and probabilities are only assigned to such 
measurements [19]. 

 

According to that we could solve the problem of time  [19] according to my transformation. 
 
Where in my transformation, the Lorentz factor by translating the retardation≤γ−≤according to invariance by the 
entanglement is leading to the probability in QM where . 
 

THE EQUIVALENCE PRINCIPLE AND THE RELATIVISTIC ESCAPE 
VELOCITY 

 

According to my transformation by translating the retardation according to the invariance by the 
entanglement, we find that the moving train is accelerated or decelerated according to the 
radiation exchange. That’s how in quantum mechanics, the analogue of Newton's law is 
Schrödinger's equation for a quantum system (usually atoms, molecules, and subatomic particles 
whether free, bound, or localized). It is not an algebraic equation, but in general a linear partial 
differential equation, describing the time-evolution of the system's wave function (also called a 
"state FUNCTION"). According to that we can reach to real equivalence principle as the in the 
following. 

 
Suppose now the train is at rest, and after that the velocity of the moving train is changed from 

zero to v to move with kinetic energy locally on the ground relative to an observer stationary 

 
on the ground. According to my equivalence principle as a result changing the velocity of themovingtrainfrom0tovwithkineticenergy,thevelocityofstationaryriderinsidemoving 

 

train must be changed also from 0 to v locally on the moving train as a result of inertia. Let’s see 

how that will happen according to my equivalence principle. According to my transformation as 
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a result of retardation we get when the clock inside the moving train reads locally inside the 
moving train for the observer stationary on the moving train, at this momentum for the  
observer  stationary on  the  ground  his  clock  reads  t  where in  this  case we  get  from  Eq.  (4) 

according to the retardation = 
 

 
 

 
 
 

 

This equation illustrates that the moving train is delayed for the observer stationary inside the 
moving train in space and time on ground comparing to where the train is now on the ground for 
the observer stationary on the ground according to his space and time as illustrated in Fig. (1). 
According to my transformation, there are two pictures for the moving train, and these two 
pictures are separated in space and time but entangled with each other’s by the invariance of the 
energy momentum. 

 

From Eq. (4) for the light beam inside the moving train relative to an observer stationary on the 
ground we get the frequency of the light beam must be changed as a result of the retardation 
comparing to the same light beam if it was transmitted on the classical space of the ground 
relative to the earth observer, where in this case we get for the observer on ground, the measured 
frequency  of the light beam as a result of the retardation

=
 w ill be  

− 

And from that the energy of the photon will be different relative to the observer stationary on the 

ground as a result of the retardation, where 

=  − ℎℎℎℎ   

 

And from that we get ′ − 
ℎℎℎℎ  ′ 

 

From that as a result of the wave=-particle duality, we can compare the rest mass energy of the 
 

stationary  observer inside the moving  train relative to  reference frame of the observer stationary on the ground to get 

where from that we get 
′ =  − 

− 

 

This difference of energy must
Δ  

 

′ 
 

represent=− the=relativistic− kinetic energy of the rest rider inside the 
 

moving train as a result of inertia let the velocity of the rider changes from 0 to v locally on 
the moving train as a result the velocity of the moving train changes from 0 to v locally on the 
ground.  

Now substitute in Eq. (11) according to the invariance of the energy momentum 

= Δ   

and 
 

instead ofwe have now from Eq. (16)    ′ = −then we get 
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     ′

= √ 

 Δ    +  Δ    ′  

c 

 
 

         Δ  + ′      
 

Now substitute from Eq. (17)  ΔE = E − E ′ in Eq. (18), we get 
 

      ′ 

=√ 

   −  ′   +   −  ′ ′ 
 

               −  ′+  ′  
 

   ′ 

=

√   −  ′ +  ′ +′ −   ′ 
 

     ′ 

= √

  
−  ′ 

        
 

         
′ 
      

′
      

 

                          
 

     

′ = 

  

− 

             
 

Thus we get       √ − −  
 

            ′ =    

Now substitute from Eq. (16) 
            √Eq. (19). We get   

          = in  −      
 

                             
 

                     
− 

v
 

 
 

Now if we substitute in Eq. (20) 
′ = √ 

 

− 

 − =   
 

  −           
 

We get , where according to that when the velocity of the moving train changes 0 to v 
 

with relativistic
′ kinetic energy   locally on the ground, in this case the velocity of the stationary 

 

rider on the
=

moving
v train will change also from 0 to v locally on the moving train according to 

 

the invariance of the energy momentum.              
  

Now from Eqs. (17)&(20), we can derive the relativistic escape velocity as in the following. If 
we consider the relativistic kinetic energy in Eq. (17) equals to the gravitational potential, where 

 

And 
∆   =

 

 

 

 
 

in this case we get   =   
 

And from that we get 

 

= 

 

−  − 
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− =(−  ) 

Now substitute from Eq. (21) in Eq. (20), we get the relativistic escape velocity locally of 
the free fall object under the gravitational field. In this case we get 
 

             
 

 

− measured,
√ 

     
 

 the first velocity is the phase velocity, 
 

Now globally we have two velocities can be  =     − 
 

where in this case the phase velocity of the free fall object globally is given as 
 

 

= ( − 

  

) √ 

      
 

−ℎℎℎℎ  −   

  

 

  

− 

  

 

 

     
  

And when we make a localization, in this case we get globally as the motion in linear dispersion 
and this case we get the group velocity and phase velocity are equal, and in this case the group 
velocity is given same as in Eq. (22). Now during the free fall, we have here a vacuum 
fluctuation, which is equivalent to motion in nonlinear dispersion, and in this case the uncertainty 
principle plays the rule, where in this case even if we start with a fairly localized “particle”, it 
will soon loose this localization. According to that the group velocity is not equal to the phase in 
case of nonlinear dispersion, and in this case the group velocity is given according to my 
transformation as  
     

= − 

 

√ 

       
 

  

−   −   

   

− 

 

 

   
 

         
 

Now   at strong gravitational field at   the gravitational   radius   ,   we   get
 

locally 

  

. Now globally we get by the Lorentz factor 

the escape velocity must
 

  = ⁄  
 

be zero, 
which is  equivalent to  the probability o f exactly zero that  the  object can leave  the  

− =              
 

gravitational radius at   But in quantum mechanics as a result of the treatment of
 

matter in quantum mechanics 
as having properties of waves and particles. One interpretation of

 

⁄            
 

this duality involves the Heisenberg
=.

 uncertainty principle, which defines a limit on how precisely 
 

the position and the momentum of a particle can be known at the same time. This implies that 
there are no solutions with a probability of exactly zero (or one), though a solution may approach 
infinity if, for example, the calculation for its position was taken as a probability of 1, the other, 
i.e. its speed, would have to be infinity. Hence, the probability of a given particle's existence on 
the opposite side of an intervening barrier is non-zero, and such particles will appear on the 
'other' (a semantically difficult word in this instance) side with a relative frequency proportional 
to this probability. 
 

The Precession of Mercury’s Perihelion 

 

Kepler’s law can be defined as 
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The Kepler’s 

 

= ∫ 

  

 = ∫ = 

 

 

 

    
 

  =  =       

 second law is defined as     
 

             
 

 
 
 
 

 

Now we can compute the relativistic Mercury precession according to my transformation and my 
equivalence principle as in the following. 

 

when we make a localization according to my transformation and my equivalence principle, we 
get the phase velocity and the group velocity are equal globally which are given according to Eq. 
(22), and in this case, we get as

′
 a=result of the retardation from Eq. (6) 

−   
      

′ = ∫ ′  
= ∫        

 

 From Eq. (26) and  from Kepler’s law  we get the area element by the distortion is given as 
 

                              
 

                     

get 

       
 

                            
 

 Thus by doing the integration by considering    = 2 we −        
 

        



          

R  
 

 

 

 

  
 

                     
 

      

dA  

 

1 

R2   R  2 
ln 

      

dθ 

= 

 
 

           

      2     
  

 

                      
 

 

                        
 

In the equation above we find that there is a singularity for the case when which is not the usual 
 

singularity at Schwarzschild radius 
+ 
  but at gravitational radius  

 

⁄ 

′ = (    
)
                 

 

. Now in case of weak 

gravitational field we get                 

     ⁄                       
 

 

Equation (27) represents the 

relativistic form in case of weak gravitational field of the element of 
 

         = ∫         
 

       =         

 area. The classical form is given from Eq. (24)                
  

 
 
 
 
 

 

From my transformation from Eq. (5) according to the retardation and by my equivalence 
principle from Eq. (21), we get 
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′ = (

 

− 

      

)

                         
 

                                
 

Thus by dividing eq. (27) by  

we get                           

′ 

                               
 

           ′ = 
 

( +     ) 
 

           
 

                         , in  

By subs tituting from  eq. (28) , we get in case of weak gravitatio nal field whe re    

           ′             ′      

⁄ ≪≪≪≪ 

 
 

this case we get   ′ 

= 

     

( +
     

) ( +
   

)
   

 

                  
 

 

  ′ 

 

′ 
  

         

 

 

  

   

 

   
 

                  
 

 

= 

        

+ 

   

+

    

+

           
 

 

′ 

           

 

 

  

  

 

        
 

       

 

      

 

   
 

    ′ 

=

     

+

     

+

           
 

    

′ 

         

 

   

 

            
 

                            
  

And since in case of weak gravitational field 
   ≪≪≪≪  

In this case we get   ′

=

 

(  + 

 

)

 
 

     
 

 

′

  

 

 
 

    
  

Comparing the classical form of Kepler’s second= law from Eq. (25)  
We can conclude from the relativistic form that 

By considering ′=( + 

=  − 
−

 

 
 

)   
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And by substituting the value of R in eq. (29) we get    

∆  ′=∫+ − ∫− − ∫ 
 

By doing this integration, we get      

= − 
      

What find the result we get in Eq. (30) is the same result derived by Gerber according to the 
retarded potential. The difference is that we get the same result by quantization of gravity by 
considering the quantization of the gravitational potential which is leading to the relativistic 
effect. We find also according to my equivalence principle and my transformation there is no 
need to propose dark matter and dark energy where they are explained as the result quantization 
of gravity. That is how classical physics and Newton’s gravity can’t explain dark matter or dark 
energy, and even since general relativity of Einstein is considered as classical, general relativity 
of Einstein can’t explain dark matter and dark energy. 
 

Sagnac effect 

 

Sagnac effect can be explained according to my transformations by considering the t-term in my 
transformation. 

    
= 

 
′ − 

′   
 

         ′    
 

If we considered  − = ′ − 2′ and + = ′ + 2′ , in this case we get 
 

    

∆ 

 

= 

      

     (  )  
 

And since L is invariant and by 

cons idering  

= 

, then we get  

  
∆ = ′ 

     
  

This result is exactly the same result which derived by Engelhardt [8] in explaining Sagnac effect 
in the framework of the ether theory. 

 

And that explains how Schrodinger showed that the emission of a light quantum by a (flying) 
atom is regulated by the conservation laws of energy and linear momentum. Therefore, the 
 
Doppler effect for photons is the consequence of the energy and momentum exchange between 
the atom and the photon: a central role is played by the quantum energy jump ∆E of the 

transition (a relativistic invariant) [7]. 
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The Pioneer anomaly 

 ~  .  ×       
 

Radio metric data from Pioneer 10/11 indicate an apparent anomalous, constant, acceleration 
 

acting on the spacecraft with a magnitude 
  

−  ×  
⁄   .  

 

   m/ , directed towards the Sun [11,12].
 

Turyshev [13] examined the constancy and direction 

of the Pioneer anomaly, and concluded that
 

−      
 

the data a temporally decaying anomalous acceleration     with an over 10%
 

improvement  in  the  residuals  compared  to  a  constant 
acceleration  model.  Anderson,  who  is

 

 −   
 

retired from NASA’s Jet Propulsion Laboratory (JPL), is that study’s first author. He finds, so 

“it’s either new physics or old physics we haven’t discovered yet.” New physics could be a 
variation on Newton’s laws, whereas an example of as-yet-to-be-discovered old physics would 

be a cloud of dark matter trapped around the sun. Now I introduce the exact solution for the 

Pioneer anomaly depending on my transformation and my equivalence principle. and the 

Hubble’s law. According to my solution, there are two terms of decelerations that controls the 

Pioneer anomaly. The first is produced by moving the Pioneer spacecraft through the 

gravitational field of the Sun, and this deceleration is responsible for varying behaviour of the 

Pioneer anomaly in Turyshev [13]. And according to the principle of the quantum superposition 

in my equivalence we find the second term is depending on the Hubble’s law which is equal to 

the Hubble’s constant multiplied by the speed of light in vacuum. This solution of the Pioneer 

anomaly will give us the origin of the problem of dark matter and dark energy and thus the 

cosmological constant problem. Sonnleitner [10] showed that how a simple calculation leads to 

the surprising result that an excited two-level atom moving through a vacuum sees a tiny friction 

force of first order in v/c. So we find here a connection between what is resulted from this paper 

and the Pioneer anomaly as a result of quantization of gravity in my theory by the retardation. 

 

We find from Eq. (23) for the free fall object as a result of the vacuum fluctuation, the velocity 
of the free fall object must be decreased as observed globally. Eq. (23) is working in case of 
weak and strong gravitational field. This equation can be approximated in case of weak 
gravitational field as 

−   =(− )√   
Which is the same equation derived from the Schwarzschild Geometry in case of weak 
gravitational for the free fall object, but according to the Schwarzschild geometry this equation 
has no any physical meaning, because in reality it is in violation with the equivalence principle 
of Einstein, and also it is in violation with reality is observer independent according to 
Minkowski Geometry of space-time. 

as         ∆    
 

According to that for low velocities comparing to the speed of light, the difference between the 
 

predicted frequency and the reference frequency  as the result of the red shift is  given 
 

 ∆    −       
 

 

 

     

∆   

   
 

 observed frequency difference is depending on Eq. (31)  
 

Now by considering the 
=
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∆

    
− 

       
 − 

               
 

                            
 

  

 

                             
 

  my equivalence                     
 

Where according to =   

√

 principle                
 

    

− 

  

 

                    
 

    field   

− 

               
 

Since in weak gravitational 
=      

≪≪≪≪ 

            
 

Thus in case  of    weak   gravitational field we get 
 

Thus from Eqs. (32)&(33) we get 

      

− 

    

= √

        
 

                  
 

           

√ 

      
 

     

[∆   

 

− ∆  ] 

= − ( 

     

)

      
 

              
 

   
 

                
 

        

 

                
 

                        
  

From eq. (35) we get the observed difference frequency is less than the predicted. That means 
there is a slight blue shift. According to the Pioneer team calculations, the observed, two-way  
 

[∆   − ∆   ]     
′     

 

anomalous effect by a DSN antenna can be expressed to first order in V/C as in [1] 
 

                
− ∆   ] 

 

Thus from that and from
[∆  

eq. (35)
−∆  

we get 
]   = −[∆   

 

By DSN convention         
= − 

      
 

 

− ( 

   

) 

√ 

   

=

 

′ 

      
 

              
 

      

 

       
 

  
= 

           
 

By considering in Eq. (37) 
   

we get 
  

√

    

′ 

  
 

           
 

And from that we get 

    

− ( 

   

)

  

=
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Which is equal to 

         

′  = − 

  

 

√ 

           
 

                      
 

                      
 

                       
 

       

′ 

       

/ 

               
 

        
the√ 

                   
 

In Eq. (38) we find r 

represents distance between the spacecraft and the Sun, and thus we find
 

   = −   ⁄ ⁄               
 

the deceleration of the spacecraft is depending on the distance of the spacecraft from the Sun.  
 

Now  by considering   =  .  ×      ≅≅≅≅  . = are  respectively the
 

computing   
≅
≅≅
≅    .         

.  ×     
 

gravitational constant and the mass 
of the Sun. Nasa data [3] show that in the very mid dle part  

 −  
′ −

 
=−. ×

  
− ⁄ 

 
′ − 

 
=−. ×

 

− ⁄ .′      

observation
.× 

  

10,
.

  
 

(1983-1990) of the whole
= period of

.
 Pioneer

,= its
× radial distance from the Sun

 

changes from                to         . Thus by
 

   from Eq. (38),  we get            and    
 

 

 

Analogous computations for Pioneer 11, as checking point, show the following. Full time of 
get 

≅
≅≅
≅ .=  .  

×  and  
=   .= .   ×  . 

observation of Pioneer 11 is shorter so observational period is taken from 1984 to 1989, with 
 

′ − =−. × −  
⁄  

′ − =−. × − ⁄  

observational data from the same source [3]. Radial distances for beginning and end of the period 

are     − , and    . By using Eq. (38) we 
We have seen that the deceleration of the pioneer 10/11 anomalies is decreased depending on the 
distance from the Sun as from Eq. (38), and that what is causing the varying behavior of the 

Pioneer anomalies according to Turyshev [7]. According to the period of observation 7.5 years 
 

from (1983-1990) as noted by Anderson [13], we find for the Pioneer 10 ′ is given as  
 

   ′   .   × −   − .  ×   −   −   ̇−    
 

Markwardt [14] obtained an improved fit of Pioneer 10 data when estimating a jerk of   
 

  
  ̇−  

= 

which is exactly. 

 
= − . ×  

⁄   .    
 

− . ×   −  ⁄ .  same as in my calculations. Also Toth [15] obtained
′

 

  

⁄  . 

which is agreed with my calculations.     ̇− =
 

′ 

= − . ×

 −           
 

  ̇−             
 

Now there is another term must be added to the Pioneer anomaly in Eq. (38) according to the 
principle of the quantum superposition in my equivalence. This term is related to the Hubble’s 

’ 
law. We have from Hubble=s this deceleration is given according to the equation  
Where is the deceleration is caused by the Hubble, where is this case since the spacecraft is 
going far away from the Sun, in this case it observed for an observer on ground, there is a slight 
blue-shift given according to the Eqs. (38)&(39). If the spacecraft is in a free fall toward the Sun, 
in this case, it will be observer a slight red-shift which is given also according to Eqs. (38)&(39). 
According to that we get the full Pioneer anomaly is given according to 
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/ 

 

      
 

An estimate of the 

Hubble constant, √
which used a new infrared camera on the Hubble Space

 

= − −  ⁄  
 

Telescope (HST) to measure the distance and redshift for a collection of astronomical objects, 
gives a value of H= 73.8 ± 2.4 (km/s)/Mpc or about 

−=−.× − [16,17]. Thus 
 

−=−− ′=−. ×− −.× ⁄  

from Eq. (40) we get for the Pioneer 10 at distance   ==
 . .  ± 

after 11 years  of lu nch  

or.⁄ / 
 

 

This quantity is very agreed with the observed Pioneer 10 acceleration ( at t=11 years of lunch), 
in fig. (1) taken =from. Turyshev [13]=. years of lunch, we get  
At a distance = − . × − . × = − − − − 

 
 

 

. 

 
 

 

× 

 
 
 

 
− 

 
 

 

⁄  
This quantity is agreed with the observed Pioneer 10 acceleration ( at t=18 years of lunch), in fig. 

(2) taken from Turyshev [13]. 

 

We find from my transformation by translating the retardation according to the invariance by the 
entanglement which is leading to the wave-particle duality and the uncertainty principle by the 
vacuum fluctuation, the gravitational field is expressed according to the energy fluctuation, the 
vacuum energy fluctuation effectively gives a correct explanation of dark energy and dark 
matter, where in this case dark matter and dark energy are explained , and that will provide a 
solution to the cosmological constant problem. Figure (3) illustrates the predicted Pioneer 10 
anomaly according to Eq. (40). 
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Fig. (2): Top panel: Estimates of the anomalous acceleration of Pioneer 10 (dashed line) and 

Pioneer 11 (solid line) using an exponential model. Second panel: Stochastic acceleration 

estimates for Pioneer 10 (open circles) and Pioneer 11 (filled circles), shown as step functions. 

Bottom two panels: Doppler residuals of the stochastic acceleration model. Note the difference in 
vertical scale for Pioneer 10 vs. Pioneer 11. Turyshev [13]. 
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− × − ⁄ , = .±. ⁄ ⁄ , = +
√

 ⁄ / 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. (3), the predicted Pioneer 10 anomaly versus distance from the Sun according to my 
solution. 
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Abstract  

The quest for detecting dark-matter subhalos within the Galactic halo has taken many forms. Particularly interesting 

and promising is the use of spectral degeneracies to distinguish otherwise indistinguishable gamma-ray sources with 

near-null star formation. In further exploration of this realm, we attempt to classify high-latitude, non-variable, 

unassociated gamma-ray sources with Pulsar-like spectra in the 20-70 GeV Dark Matter annihilation range. 

Implementing supervised machine learning models on the 5788 gamma-ray sources recorded in the ten-year Fermi-

LAT catalog (4FGL-DR2), where 1667 were formerly unassociated, we classify a total of 30 recorded gamma-ray 

events over a galactic latitude of 10 degrees, |b| >= 10 with a mean accuracy over 98%. This classification allows us 

to present a subset of potentially unanticipated gamma-ray sources as high-confidence Dark Matter Subhalo 

candidates.  

 

Keywords: dark matter, astronomy, Fermi-LAT, subhalo, machine learning, gamma-rays, pulsars  

 

1. Introduction:

Zwicky [1] postulated the existence of Dark Matter by using data that suggests there exists more matter in the universe 

than what is visible. Many other research endeavors point to the same, including but not limited to studies on rotation 

curves of spiral galaxies, large-scale structures, and hierarchical assembly processes.  

 

Owing to recent scientific advancements in research methods, cold Dark Matter n-body simulations predict that the 

Milky Way halo should be heavily populated by the lightest Dark Matter substructures with limited or no star 

formation, which would be difficult to detect through optical surveys [2]. These Subhalos are therefore investigated 

best by tracking gamma-rays and annihilating Dark Matter. NASA’s Large Area Telescope (LAT) onboard the Fermi 

satellite has provided scientists with the largest database for high-energy observations of stellar, galactic, and 

extragalactic structures and substructures through an incremental record of gamma-ray sources in the form of the FGL 

catalog [3, 4, 5]. Several approaches have been applied to classify the unassociated gamma-ray sources presented in 

the periodic FGL catalogs using Machine Learning. These include the classification of 4FGL gamma-ray sources into 

Pulsar and Active Galactic Nuclei [6], BL Lacs, and Flat-Spectrum Radio Quasars [7], and possibly Dark Matter 

Subhalo interpretations using formerly unassociated Pulsar candidates [8, 9].  

 

Previous attempts to interpret these Subhalo structures have focused on classifying the gamma-ray events recorded in 

the FGL catalogs at higher (nearly extra)galactic latitudes – excluding any galactic sources such as supernova remnants 

and pulsar wind nebulae – that were formerly unassociated with a  known gamma-ray source.  

 

We approach the classification of the 4FGL unassociated sources with pulsar-like spectra or features using Artificial 

Neural Networks, with a secondary classifier of Support Vector Machines at a latitude 10 degrees above the galactic 
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plane. In doing so, not only do we substantially reduce the search space for Dark Matter Subhalos but classify the 

candidates with the highest confidence and with multiple iterations of the model.  

 
3 Affiliation address - Amrutaa Vibho, 3B, Anil Nibash, Ganesh Mandir Road, Noonmati, Guwahati 781020, Assam, India  

 

The paper is organized as follows: In Section 2 we describe the data used from the 4FGL catalog, and feature selection, 

along with the methodology adopted to prepare a training and classification set. We also introduce the software 

framework, followed by machine learning classifiers, Neural Networks, and Support Vector Machines. Section 3 

presents results of training on and classifying the associated sources, then moving on to classification of the formerly 

unassociated gamma-ray sources from the catalog, with which we conclude after discussion in Section 4, 

acknowledgments in Sections 5 and 6, and references in Section 7. 

 

2. Data and Methods:   

 

2.1 Software Framework(s) 

Our machine learning models were implemented and imported using scikit-learn, or sklearn [23]. 

 

For the purpose of this study, we made use of Google Colaboratory – simply known as Colab – a GPU-enabled  open-

source development tool under the TensorFlow AI framework owned by Google LLC [24], with the use of ML 

libraries Pandas and NumPy,using python as our coding language. 

 

Given that the FGL catalogs are recorded as  Flexible Image Transport System files (FITS), we imported the gamma-

ray source catalog to the Colab environment making extensive use of astropy [25] – a collection of software packages 

enabling the use of python in handling astronomical data.  

 

2.2 Dataset 

For our study, we used the second data release, DR2 of the 4th FGL catalog, comprising an additional 2 years worth 

of gamma-ray events recorded to total 10 years’ LAT observations [10], adding onto the initial data release DR1 which 

included 8 years’ worth of gamma-ray events collected by LAT [11]. The Large Area Telescope onboard NASA’s 

Fermi satellite was launched on June 11th, 2008, and has been surveying the sky every day. All gamma-ray events 

recorded are in the 50 MeV to 100 TeV energy range [3, 5].  

 

The data release features more than 5000 gamma-ray sources where nearly one-fourth of the sources remain 

unassociated to known classes. We attempt to classify these unassociated sources into a binary classification of pulsars 

and extragalactic sources (Active Galactic Nuclei, Blazars, etc). The incremental 10-year catalog comprises 5788 

sources, with 1667 unassociated.  

 

In the .fits catalog file for 4FGL-DR2 – gll_psc_v27 – the gamma-ray events recorded are divided into and 

categorized as three classes – associated (attributed to a known source), firmly identified (associated and their sources 

have been confirmed), and unassociated (sources are unknown and need association). Accordingly, the source types 

are capitalized to indicate firm identification (AGN, BCU, BLL, FSRQ, NLYS1, RDG, PSR), presented in lowercase 

for association (agn, bcu, bll, nlys1, rdg, ssrq, css, sey, glc, psr), and left blank as empty quotations to represent 

unassociated sources (‘’). Tables 1 and 2 list the number of associated, firmly identified, and unassociated sources as 

recorded in the catalog at the time of this research. 

In table 1 that follows, we present the categorization using which the gamma-ray sources have been classified as 

associated classes, along with the number of sources known for each associated class in the catalog. We use these 

sources for our training sample in the machine learning models aimed at classifying unassociated sources.  
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Source Type Class  No. of  

sources 

Active 

Galactic 

Nuclei 

AGN, 

agn 

11 

Blazar 

Candidates  

(uncertain) 

BCU, bcu 1384 

BL Lacs  BLL, bll 1308 

Flat Spectrum 

Radio 

Quasars 

FSRQ 744 

Narrow-Line 

Seyfert 1 

NLYS1, 

nlys1 

9 

Radio 

Galaxies  

RDG, rdg 44 

Soft 

Spectrum 

Radio 

Quasars 

ssrq 2 

Compact 

Steep 

Spectrum 

Quasar 

css 5 

Seyfert 

Galaxy  

sey 1 

Table 1 - Associated Sources in the 4FGL Catalog 

Note: FSRQs recorded in the catalog have been firmly identified and hence do not have a lowercase 

counterpart. On the contrary, ssrq, css, and sey have only been associated and not firmly identified and 

hence lack uppercase counterparts.  

 

Several studies and cosmological simulations strengthening the argument for  the presence of dark matter also 

indicate that the Milky Way halo should be heavily populated with thousands of smaller dark matter subhalos, 
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including but not limited to hosts for largest known dwarf spheroidal galaxies in the Milky Way and the lightest 

predicted dark matter substructures [8, 18, 19].  

 

Since these substructures include any possible dark matter configuration, if they should exist, in concept, the 

bulk of this population is dominated by those substructures that nearly lack stellar components. In this scenario 

it would be impossible to detect dark matter subhalos through optical surveys alone. Spectral qualifications help 

resolve this problem.  

 

Previous studies have brought to light two additional gamma-ray emitters (other than globular clusters hosting 

Millisecond Pulsars [8, 20]): dark matter subhalos [21] and dwarf galaxies [22]. Dark matter subhalos are 

expected to dominate gamma-ray emissions in this case.  

 

Additionally, Weakly Interacting Matter Particles (WIMPs) and Massive Compact Halo Objects (MACHOs) 

remain the two most popular dark matter candidates. Early studies of unassociated gamma-ray sources recorded 

by the Fermi-LAT have recognized that WIMPs in the nearest subhalos could produce annihilation spectra nearly 

indistinguishable from that of gamma-ray pulsars. Thus, high-latitude, non-variable gamma-ray pulsar 

candidates without detected gamma-ray events also qualify as potential dark matter subhalo candidates. [8, 9, 12 

- 17].   

 

This brings us to include a subset of identified pulsars, globular clusters, and associated pulsars (as in table 2) as 

our subhalo training set.  The candidates in our subhalo set fall within the 20-70 GeV range, making them 

consistent with the annihilation range of dark matter particles [9, 12].  

 

In table 2, we gather the Pulsar Subhalo class along with the number of Pulsar gamma-ray sources per class.  

 

Source Type Class abbreviation No. of gamma-ray 

sources 

Identified Pulsars PSR 232 

Globular Clusters glc 30 

Associated Pulsar  psr 7 

Table 2 - Unassociated sources with pulsar-like spectra or features present in 4FGL

2.3 Feature Selection 

A large number of features introduces the need to determine their relative importance so that the basis for classification 

is as accurate as possible. Random Forests make this task easier since a higher value of Gini importance -- a Random 

Forest parameter -- corresponds to a greater role of the feature in classification [26, 27].  

 

Unlike the many previous studies that target an issue beyond just the classification of unassociated gamma-ray sources 

[8, 9, 12], we propose to classify the unassociated sources using machine learning algorithms that have not been used 

or at least primarily, in the detection of dark matter. We attempt to experiment with this realm of research by further 

narrowing down the search space by using an almost extragalactic range of galactic latitude values. For these reasons, 

we build on the spectral prescriptions and feature selection of the latest paper that matches our aim in its first part [9],  

allowing us to focus primarily on the classification using Neural Networks and Support Vector Machine.  
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Accordingly, we use the following features as predictors from the Fermi catalog (selected in the original paper in line 

with the highest Gini parameter values obtained by them): 

‘LP_SigCurv’ - Significance of fit improvement between PowerLaw and LogParabola 

'PLEC_SigCurv' - Significance of fit improvement between PowerLaw and LogParabola for the PLSuperExpCutoff 

model 

'Flux1000' - Photon Flux from 1 Gev to 100 Gev (integral) 

'LP_beta' - Curvature parameter for fitting LogParabola 

'Frac_Variability' - Fractional Variability in yearly detected fluxes  

'Variability_Index' - Index (difference) of flux fitted per time interval and average flux over the full-time interval of 

the catalog 

'PLEC_Index' -  Low-energy photon index for fitting PLSuperExpCutoff 

'PL_Index' - Photon index for PowerLaw fit 

'Pivot_Energy' - Minimal differential flux (error) energy 

'LP_Index’ - Photon index at Pivot Energy for PowerLaw fit

2.4 Machine Learning Classifiers 

 

Inspired by the many previous ML approaches on the FGL catalog and given the one of particular interest to us [9] 

wherein they implemented Random Forests and XGBoost, we too began with that implementation to understand the 

arrangement and organization of the 4FGL-DR2 and the source-association structure. Like the aforementioned study, 

we too found Random Forests to perform at an accuracy of 97.7% and XGBoost 97.4% for |b| >= 10, which is no 

different from their result.  

  

We decided on approaching our binary classification problem with Neural Networks and provide a comparative 

measure with Support Vector Machine.  This choice is motivated primarily by the fact that this combination of 

algorithms hasn’t previously been implemented on the  FGL catalogs for dark matter subhalo classification, though it 

has been used in the catalog for classifying other active galactic nuclei and gamma-ray sources [7].  

 

Neural Networks 

MLPClassifier is a perceptron-based algorithm that implements classification by learning the underlying connection 

between perceptrons, thereby forming an artificial neural network. The most important part of training an MLP model 

is that as a multi-layer-perceptron, the number of neural network layers between the input and the output is greater 

than one, also hidden.  

 

Hidden layers are the most important parameter for MLPClassifier and hyperparameter tuning just about decides the 

end result, which is why we treated this part with caution, in particular, the anticipated risks of overtraining.  

 

Previous studies not just limited to the FGL catalogs but those that deal with Machine Learning models and 

implementations have suggested the use of hyperparameter optimizers RandomSearchCV and GridSearchCV. Given 

the complexity of our model, we decided to use the systematic and not random hyperparameter tuning method using 

GridSearchCV. Besides this, as mentioned above, owing to the complexity of our model we were aware that 

overtraining may produce a skewed result subset and therefore decided on implementing K-Fold Cross-Validation.  

 

Usually, models are either optimized for hyperparameters or cross-validated; the order of implementation is 

predetermined. But some models, especially the more complex ones like ours, are worked on through both, 

simultaneously. Now while a plethora of techniques exist for getting the best ML model possible, the time and cost 
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imposed by the execution put significant constraints. Therefore, to get the best of both optimizations and also maintain 

ML efficiency, we implemented Nested K-Fold Cross-Validation.   

 

In Nested or Double Cross-Validation,  model hyperparameter optimization is treated as a part of the model itself, 

evaluating it within the broader k-fold cross-validation procedure for model comparison and selection. 

 

Our confidence in these approaches was confirmed, when we achieved a high accuracy with a not so deep layer size 

for MLP, thus significantly preventing overtraining, as further discussed in Section 3.  

 

Support Vector Classifier 

The reason we chose SVC for the task of cross-referencing, is because SVC is non-linear and handles complex 

classifications better than standard decision trees and linear models. Even so, we treated this model with equal caution 

and care as MLP in respect of the risk of overtraining and hyperparameter optimization. For SVC we used Repeated 

Stratified K-Fold Cross-Validation along with BayesSearchCV, a part of scikit-optimize or skopt.  

 

Bayesian Optimization provides a principled technique based on Bayes Theorem to direct a search of a global 

optimization problem. It is believed to offer an efficient alternative to the comparatively less efficient 

hyperparameter optimization procedures such as GridSearchCV and RandomSearchCV.  

 

Our confidence in these approaches was confirmed, when we achieved a high accuracy and an optimum value for 

the regularization parameter for SVC , thus significantly preventing overtraining, as further discussed in Section 3. 

2.5 Training and Testing 

 

Galactic Latitude 

To avoid contamination from galactic sources, we only use gamma-ray events at latitude of ten degrees away from 

the Milky Way’s plane, i.e., |b| >= 10. Note that we use absolute values to avoid directional negatives above and below 

the plane.  

 

Missing values and building the training dataset 

After applying the constraints for classification features and galactic latitudes, we detected missing values in the 

dataset. To move forward, we eliminated all null values, resulting in a smaller dataset of 4118 sources above |b| = 10.  

 

Class Imbalance  

Upon gathering a dataset with complete data, we realized the need to counter class imbalance, since in both the data 

releases, Pulsars form less than ten percent of the training and testing dataset, largely dominated by the extragalactic 

sources. Machine learning classifiers tend to be biased towards the majority class, and this could result in 

misclassification of crucial sources.   

 

First, we set the split ratios for training and testing to 70-30 respectively. Then, beginning with RandomOverSampler, 

we implemented oversampling techniques that could artificially generate Pulsar candidates for the purpose of training 

the dataset in a way that both labels contain near-equal instances.  

 

ADASYN [37] uses density distribution in automatically deciding the number of synthetic samples per minority 

sample adaptively changing weights of different minority samples. Whereas, SMOTE [36] generates the same number 

of synthetic samples for each original minority sample to compensate for skewed distribution. Additionally, SMOTE 

uses K-nearest neighbors, i.e., it selects k nearest neighbors and joins them to further create synthetic samples.   
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Given the fundamental workability of SMOTE and relative simplicity, given that we are dealing with a complex 

feature set and KNN’s efficiency with classification problems, out of RandomOverSampler, Adaptive Synthetic 

Sampling (ADASYN), and Synthetic Minority Oversampling (SMOTE), SMOTE better suited our purpose of 

attributing similar artificial sources for the Pulsar class. 

  

We also initially implemented RandomOverSampling on the minority class, increasing it by 10%  percent of the 

majority class size, and then using RandomUnderSampling on the majority class, to downsize it and make both labels 

nearly equal. This seemed to eliminate a lot of the necessary sources from the majority class, hence we decided to 

proceed with SMOTE on the minority, increasing it by 35% of the majority class size.  

 

3. Results:  

 

Training and testing on the associated classes 

Upon eliminating potential factors contributing towards misclassification (through SMOTE), we trained our MLP and 

SVC models on the sources already associated with known classes, as presented in the 4FGL catalog(s).  

 

For MLP, we used the cross_val_score() function that executed the outer cross-validation procedure on the configured 

GridSearchCV, automatically using the refit best performing model on the test set from the outer loop. With 5 inner 

and 10 outer splits (or folds), we obtained a mean Accuracy: 0.981 (0.006), while the best parameter determined was 

a hidden layer size of (10, ).  

 

For SVC, we implemented hyperparameter tuning and RepeatedStratifiedKFold Cross-Validation using 10 splits (or 

folds), and 3 repetitions, obtaining a best score of 0.983 and the best value for the regularization parameter or C as 

100.  

 

Classifying the unassociated sources 

After training the models on sources associated with known classes, we began implementing the same strategy to deal 

with missing values and applying galactic latitude constraints on the unassociated classes. The clean dataset of 

unassociated sources that we classified, finally consisted of 835 gamma-ray sources at latitude greater than ten degrees.  

 

Since our dataset was trained on models that qualify unassociated sources with pulsar-like spectra or features and that 

match the spectrum of Dark Matter annihilation, with our narrow search space, we report a subset of 30 high-

confidence potential dark matter subhalo candidates among the 5788 gamma-ray sources recorded in the Fermi-LAT 

catalog with a probability of classification greater than 70%. To understand and motivate our selection of the results, 

we present plots correlating  True and False Positives for MLP and SVC through the Receiver Operating Characteristic 

(ROC) curve in figures 1 and 2 respectively. 

 

Figure 3 presents a comparative plot of ROC for 

MLP and SVC, followed by table 3, introducing Dark 

Matter Subhalo candidates classified in the 4FGL-

DR2 catalog at |b| >= 10. 

 

Figure 1: The ROC curve correlating True and 

False Positive Rates for MLP, with an AUROC 

score of 0.986  
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Figure 2: Figure 1: The ROC curve correlating 

True and False Positive Rates for SVC, with an 

AUROC score of 0.981.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Plot with ROC curves for MLP and SVC, 

correlating their respective True and False Positive 

Rates  

 

 

 

 

 

 

 

 

Source_Name Right Ascension Declination 

4FGL J0026.6-4600 6.6521 -46.0156 

4FGL J0034.3-0534 8.5961 -5.5809 

4FGL J0035.0-5728 8.7521 -57.4714 

4FGL J0043.6+2223 10.9095 22.3864 

4FGL J0047.1-6203 11.777 -62.052 

4FGL J0102.9-7051 15.739 -70.863 

4FGL J0111.4+0534 17.8573 5.5761 
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4FGL J0114.9-3400 18.7398 -34.0063 

4FGL J0116.2-6153 19.06 -61.8947 

4FGL J0134.3-3842 23.5887 -38.7085 

4FGL J0142.7-0543 25.6754 -5.7332 

4FGL J0143.5-3156 25.8977 -31.9467 

4FGL J0150.9+1230 27.7272 12.5135 

4FGL J0151.7+5455 27.9312 54.9172 

4FGL J0204.3-3140 31.0751 -31.6713 

4FGL J0212.9+2244 33.2427 22.7466 

4FGL J0221.2-1312 35.313 -13.2046 

4FGL J0221.8+3730  35.469 37.511 

4FGL J0221.5+2513 35.3809 25.2305 

4FGL J0224.2+1616 36.0681 16.2667 

4FGL J0240.2-0248 40.0534 -2.8086 

4FGL J0301.4-3124 45.351 -31.4103 

4FGL J0242.6-0000 40.667 -0.0069 

4FGL J0325.9-1843 51.4839 -18.725 

4FGL J0330.7-2408 52.6938 -24.147 

4FGL J0334.2-4008 53.5566 -40.145 

4FGL J0339.5-0146 54.8771 -1.7769 

4FGL J0347.0-6400 56.7604 -64.0034 

4FGL J0350.0+0640 57.5043 6.6754 

4FGL J0352.0-2516 58.0034 -25.2733 

Table 3 - High confidence classifications for potential Dark Matter Subhalo candidates in 4FGL-DR2 

(30), with their right ascension, and declination.  

 

Figures 4 and 5 show the locations of the candidates in RA-DEC Galactic sky coordinates for MLP and 

SVC respectively.  
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Figure 4: Locations of 30 Dark Subhalo candidates as an Aitoff Projection of RA/DEC (blue circles) 

for MLP 

 

 

 
Figure 5: Locations of 45 Dark Subhalo candidates as an Aitoff Projection of RA/DEC (blue circles) 

for SVC 

4. Discussion:  
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Previous studies that motivated our paper  

Machine learning has applications in nearly every field of research today. Our study is motivated by the staggering 

pace at which astrophysical and astronomical research is yielding results and the fact that ML could further this pace 

with the scientific community we have. During the process of finalizing our objective and issue of study, we came 

across innumerous papers using ML in astrophysical research [32-25], and it is only after going through their 

remarkable strategies and methods that we landed our sights on DM Subhalo classification using ML. It is noteworthy 

to mention that apart from DM Subhalo classification, ML has been used for various other purposes on the Fermi-

LAT catalogs and we think our paper would be incomplete without mentioning a few of them that inspired us for our 

study [28-31].  

 

What is new through our paper 

In a previous study done on the 4FGL, 73 formerly unassociated gamma-ray sources were reported as potential Dark 

Matter Subhalo candidates at a galactic latitude above 10 degrees [9]. Before that, in 3FGL, the same was true for 34 

high-confidence sources at a galactic latitude above 5 degrees [8].  

 

Through this paper, we approached the classification of the 4FGL unassociated sources with pulsar-like spectra or 

features using Artificial Neural Networks, with a secondary classifier of Support Vector Machines at an almost 

extragalactic latitude range, ten degrees above the galactic plane. These Machine Learning algorithms are 

implemented in this paper as a few of the firsts in using ANNs in Dark Matter detection using the FGL catalog. With 

cross-validated and tuned models, we present a concentrated and high-confidence subset of 30 Dark Matter Subhalo 

candidates.  

 

Our results differ from the previous ones in that between the time the previous studies were published and ours was 

undertaken, some formerly unassociated gamma-ray sources were classified as pulsars and moved into the 

unassociated classes.  

 

Conclusions and future work 

Unassociated sources with pulsar-like spectra or features are related to a non-luminous spectrum. The fact that our 

training label sources matched spectra of dark-matter annihilation further pinpoints the relevance of these high-

confidence candidates when classifying unassociated sources using the trained model. 

 

We believe that the 30 high-confidence potential Dark Matter Subhalo candidates common to MLP and SVC could 

add value to the existing set of Dark Matter candidates, and with future increments in the FGL catalog, the total number 

of candidates may increase substantially. Meanwhile, we do acknowledge that the additional candidates classified by 

SVC remain objects for further investigation, since numbers higher than 30 have already been accomplished in other 

papers using different algorithms. The additional  candidates are given as follows:  

4FGL J0001.2-0747, 4FGL J0013.4+0950, 4FGL J0202.4+2943, 4FGL J0216.8+0510, 

4FGL J0224.0-7941, 4FGL J0239.1+6634, 4FGL J0250.2-8224, 4FGL J0257.8+7044, 

4FGL J0300.4+3450, 4FGL J0303.2+3149, 4FGL J0303.3-7913, 4FGL J0304.5-0054, 

4FGL J0304.9-0606, 4FGL J0313.6-7508, 4FGL J0314.4-4805.  

 

In part, our belief is sustained by the knowledge that a narrow search space leaves more room for investigation than 

contamination of sources. This further indicates that with future increments in the FGL, considering higher galactic 

latitudes could provide a larger investigation base into the spectral and physical characteristics once Dark Matter 

candidates are classified particularly for a closer look into stellar stream perturbations [9], millisecond pulsars [8], and 

other interpretations of these sources.  
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Abstract— Jesse Curran states that there is a "breath awareness" 

that "facilitates a present-minded capability" to catalyse an 

"epistemological rupture" in Emily Dickinson's poetry, particularly 

in the age of Anthropocene. In Dickinson's "Nature", non-humans 

are subjectified as nature ceases to be subordinated to human 

interests, and Dickinson's Eco-humility has driven us, readers, into 

mimicking nature for the making of a better world. In terms of 

sustainable architecture, Norman Foster is among the 

representatives who utilise BIM to reduce architectural waste while 

satiating the users' aesthetic craving for a spectacular skyline. 

Notably, the Gherkin - 30 St. Mary Axe in east-end London. In 2019, 

Foster and his team aspired to savour the London skyline with his 

new design - the Tulip, which has been certified by the LEED as a 

legitimate green building as well as a complementary extension of 

the Gherkin. However, Foster's proposition had been denied for 

numerous times by the mayor Sadiq Khan and the city council as the 

Tulip cannot blend in the public space around while its observatory 

functions like a surveillance platform. The Tulip, except for its 

aesthetic idiosyncrasy, fails to serve for the public good other than 

another ostentatious tourist attraction in London. The architectural 

team for Mode Gakuen Cocoon tower, completed in 2008, intended 

to honour Nature with the symbolism in the building's aesthetic 

design. It serves as an architectural cocoon that nurtures the students 

of "Special Technology and Design College" inside. The building 

itself turns into a Dickinsonian anthropomorphism, where humans 

are made humble to learn from the entomological beings for self-

betterment in the age of Anthropocene. Despite bearing resemblance 

to a tulip as well as its LEED credential, Norman Foster’s Tulip 

merely pays tribute to the Nature in a relatively superficial manner 

without constructing an apparatus that substantially benefit the 

Londoners as all green cities should embrace Emily Dickinson’s 

“breath awareness” and be built and treated as an extensive as well 

as expansive form of biomimicry. 

 

Keywords— green city, sustianable architecture, London, 

Tokyo. 
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Abstract—Asphalt rubber (AR) was initially developed in Sweden 
in the 1960s by replacing crumb rubber (CR) as aggregates in asphalt 
pavement. The AR produced by this method had better mechanical 
properties than conventional asphalt pavement but was very expensive. 
Since then, different technologies and methods are developed to use 
CR in asphalt pavements, including blending CR with bitumen with a 
high temperature in the mixture, called wet method, and blending CR 
with bitumen in the refinery, called terminal blending method. In 2006, 
the wet method was imported from the USA to Sweden to evaluate the 
potential of using AR in Swedish roads. 154 km AR roads were 
constructed by the wet method in Sweden. The evaluation showed that 
the AR had, in most cases, better mechanical performance than 
conventional asphalt pavements. However, the terrible smoke and 
smell led the Swedish Transport Administration (STA) stopped using 
AR in Sweden. Today, there are few focuses on AR, despite its good 
mechanical properties and environmental aspects. Hence, there is a 
need to study the drives and barriers of using AR mixture in Sweden. 
The aims of this paper are: (i) to study drivers and barriers of using AR 
pavements in Sweden and (ii) to discover knowledge gaps for further 
research on this area. The study was done using literature review and 
completed by interviews with experts, including three researchers from 
Swedish National Road and Transport Research Institute (VTI) and 
two experts from STA. The results showed that AR can be an 
alternative not only for conventional asphalt pavement but also for 
Polymer Modified Asphalt (PMA) due to the same mechanical 
properties but the lower cost for production. New technologies such as 
terminal blending and using Warm Mix Asphalt (WMA) methods can 
lead to reducing the energy and temperature during production 
processes. From this study, it is found that there is not enough 
experience and knowledge about AR in Sweden, and more research is 
needed, including: lifespan of AR, mechanical properties of AR using 
new technologies, and impact of AR on spreading and leaching 
substances into nature. More studies can lead to standardization of 
using AR in Sweden, a potential solution for the use of end-of-life 
tyres, with better mechanical properties and lower costs, in comparison 
with conventional asphalt pavements and PMA.  
 
Keywords— Asphalt rubber, crumb rubber, terminal blending 

method, wet method 

I. INTRODUCTION 

The European Union highly recommends the development of 
strategies and processes that promote a circular economy [1], 
[6] If circular economy practices are well implemented, they 
can lead to several environmental gains, including the reduction 
of resources extracted from nature, and the reduction of the 
energy used in the production phase [7] For example, EOL tyres 
can contribute significantly to the circular economy if 
innovative recycling uses are applied. One possibility is to use 
Crumb rubber (CR) from EOL tyres to produce asphalt rubber 
(AR) in order to beneficially improve the properties and 
performance of asphalt mixtures [8].  

AR can improve the resistance of asphalt pavements to 
rutting and fatigue damages and thereby can reduce 
maintenance and operation costs of the pavements [9]. There 
are three main processes of using CR to produce AR, namely: 
wet process (ARwet), dry process (ARdry), and terminal 
blending process (ARtb) [8].  

Table 1 shows a summary of the different processes and 
technologies for recycling CR to produce AR mixtures. It 
should be noted that some researchers classified the terminal 
blending process as wet process [10], [11]. However, in this 
study, ARwet and ARtb are investigated separately. 

Rubber modified asphalt concrete (RUMAC, also called 
"Skega Asphalt", "Rubit" or "Rubtop” in Sweden) was initially 
started in Sweden in the late 1960s [11]. RUMAC was the first 
ARdry in Sweden and the idea behind it was to replace a small 
portion of aggregates in asphalt pavements with the same 
fraction of CR. The content of CR was between 1% and 3% of 
the total aggregate weight and the air void content was between 
2% and 4% [16]. The main goal of developing RUMAC asphalt 
was to improve road safety during winter seasons in Sweden, 
due to its higher resistance against ice formation. RUMAC 
asphalt was often used as wearing layers on bridge pavement 
structures to prevent ice formation. Furthermore, RUMAC 
provides specific wear and ruttning characteristics than 
conventional asphalt pavement [17]. However, the production 
and construction cost of RUMAC asphalt was almost twice that 
of conventional asphalt pavements, which led to stop using it in 
a wide range in Sweden [18]. 

In 2006, SAT initiated Swedish asphalt rubber development 
project to evaluate the potential implementation of ARwet 
concepts on Swedish roads. The aims of the project were [19]: 
• To increase the lifespan of pavement and thereby to reduce 

annual life cycle costs. 
• To reduce particle emissions and noise, occurred due to 

tyre and road interaction. 
• To increase the friction between tyre and wet roads. 
 

 
 
 

Raheb Mirzanamadi, João Patrício 

Drivers and Barriers of Asphalt Rubber in Sweden 

End-of-life (EOL) tyres are characterized for having unique 
characteristics. Elastic modulus, water absorption, and tensile 
strength are just some examples, that make them a great 
resource to be employed in multiple applications [1]–[3]. Waste 
tyres are a large waste flow in Sweden. Considering the volume 
of generated EOL tyres from 2016 to 2019, an increasing trend 
from 83.774 tons to 94,550 tons is reported [5]. In 2020, 84,574 
ton of tyres were generated in Sweden [4]. Currently, in 
Sweden, 65% of EOL tyres are used as an energy source for 
energy production, or in the cement industry, and the remaining 
35 % are recycled as blasting mats [1].  

    Raheb  Mirzanamadi  is  with  the  Swedish  National  Road  and Transport
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TABLE 1. 
 A SUMMARY OF THE DIFFERENT PROCESSES AND TECHNOLOGIES FOR RECYCLING CRUMB RUBBER TO PRODUCE ASPHALT RUBBER MIXTURES [8]–[10], [12]–[15] 

 Wet process Dry process Terminal blending process 

P
ro

ce
ss

 

Crumb rubber (CR) is blended with bitumen in an 
on-site mixing tank at a temperature between 176 
°C and 226 °C for 45 min to 4 h, depending on the 

interaction process. 
The blend consists of a minimum 15% CR by 

weight of total binder and may include additives to 
help workability 

There are different methods for wet processes such 
as McDonalds, continuously blending-reaction 

system, filed blend and semi-wet process.  
Properties of ARwet can be influenced by blending 
method, agitation energy, blending temperature and 

time and CR size and amount 

CR is blended with heated aggregates at a batch 
plant mixer at ambient temperature for a certain 
time and then bitumen is added to the mixer to 

produce ARdry. The interaction between CR and 
bitumen should be at least 90 min. 

CR is considered as a part of aggregate and its 
content can vary between 3% to 20% by weight of 

the total mixture. 
There are different methods for dry processes such 
as RUMAC, generic dry process, and chuck asphalt 

rubber. 
ARdry properties can be influenced by CR size, 
binder and air content and aggregate gradation. 

CR is blended with a hot binder at the refinery or 
a stationary asphalt terminal. The mixture is 
heated for 2 h to 8 h to fully digest CR in the 

asphalt binder. 
Traditionally, ARtb consists of a maximum 10% 
CR. Today, the CR content can reach to 25%, if 

CR size is smaller than 0.6 mm. 
ARtb has high stability and storage life, and its 

manufacture is similar to PMA 
ARtb properties are more influenced by 

production temperature than interaction time. 
However, a temperature greater than 260 °C 

should be avoided. 

M
at

er
ia

l 

The maximum CR particle size is 2 mm and the 
average particle size is 0.56 mm. 

The most common asphalt type is 50/70 penetration 
depth. 

ARwet is mainly used for gap-graded and open-
graded, less used for dense-graded binders due to 

low air void content 
WAR-ARwet and WAR-RAP-ARwet can decrease 

emission and energy consumption and cost. 

Maximum CR particle size is 1 mm or even 
recommended to be smaller than 0.2 mm. 

The increase in the CR content can affect the air 
voids configuration and reduce the mechanical 

performance of ARdry. 
Gap-graded or dense-graded aggregates are 

preferred 
Higher binder content should be used, compared to 

HMA (1% to 2%) 
Binder with the same or higher penetration grade 

should be used, compared to HMA 

The maximum CR particle size is 0.6 mm. 
Dense-graded aggregates are preferred. 

WAR-ARtb and WAR-RAP-ARtb and SMA-
ARtb can decrease emission and energy 

consumption and cost. 
 

P
er

fo
rm

an
ce

 

ARwet has more flexibility due to swelling of CR. 
Gap-graded ARwet has higher or equal moisture 
resistance than similar Asphalt Concrete (AC). 

Open/Gap-graded ARwet has higher fatigue 
resistance than similar AC. 

Dense/Gap-graded ARwet has higher rutting 
resistance than similar AC. 

ARwet has a higher resistance to low temperature 
cracking than conventional AC. 

Gap-graded ARwet can reduce noise generation 
than conventional AC, but it is not always true. 

Stiffness moduli of Gap-graded ARdry is less 
sensitive to high temperature than that of similar 

AC. 
Dense/Gap-graded ARdry has higher fatigue 

resistance than similar AC. 
Dense/Gap-graded ARdry has higher rutting 

resistance than similar AC. 
Dense/Gap-graded ARdry has similar rutting 
resistance than similar ARwet and Polymer 

Modified Asphalt (PMA) with SBS. 
 

Dense-graded ARtb has the same or better 
moisture resistance as/than PMA. 

Dense-graded ARtb has the same fatigue 
resistance as PMA 

Dense-graded ARtb has similar resistance to low 
temperature cracking, compared to PMA 
Dense-graded ARtb has the same rutting 

resistance as PMA 
 
 
 

 

Results of different field projects and laboratory tests showed 
that ARwet had promising mechanical performance. For 
example, the performance of ARwet on road E12 in northern 
parts of Sweden revealed that ARwet can fulfill the needs for 
long-life pavement with good flexibility for cold climate 
conditions [19]. Furthermore, laboratory tests showed that 
ARwet had lower modulus at lower temperatures and higher 
modulus at a higher temperature which are desired properties 
for resistance against low cracking and permanent deformation 
[20], [21]. Furthermore, the results of fatigue tests showed that 
ARwet had better fatigue cracking performance than 
conventional asphalt pavement [22]. ARwet had very good 
friction both immediately after compaction of pavement and 
after some years of traffic [23]. Besides positive results, results 
indicated that there was not any significant difference in 
stiffness and shear modulus, between the ARwet and 
conventional asphalt pavement [20]. Emissions of PM10 
(Particulate Matter with aerodynamic diameters less than or 
equal to 10 μm [24]) due to studded tyre can be reduced on 
ARwet. However, the reduction of PM10 depends on type of 
asphalt pavement, e.g., open graded ARwet did not show any 
significant reduction in the emission of PM10, compared to 
conventional asphalt pavement [23]. 

According to the STA’s tool for pavement management 
system, PMSv3, 154 km, out of 138,000 km public roads in 

Sweden, are constructed by AR (almost 0.1%). It should be 
noted that the available data in PMSv3 are only limited to public 
roads, so the AR pavement related to local roads, sidewalks and 
cycle roads as well as the roads possessed by municipalities are 
not reported. Fig. 1 shows the location of AR roads in Sweden. 
The north part of Sweden has 25 km of AR roads, the east part 
has 2 km, the Stockholm area has 19 km, the west part has 23 
km and the south part has 85km of AR road. 
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Fig. 1 Locations of asphalt rubber roads in Sweden, according to 
Swedish Transport Administration (svcPMSv3) 

The production cost of  ARwet in Sweden is about 20% to 
30% higher than that of conventional asphalt pavement [25]. 
Hence, to compensate for the additional cost, it needs that 
ARwet roads provide at least 20% longer lifespan. The results 
of some laboratory tests and field studies indicated that the 
lifespan of AR pavements may be longer than that of 
conventional asphalt pavement [19], [22], [23]. Karri and 
Helwing [25] did a study to analyze the lifespan of AR in 
different climate zones in Sweden.  The study was performed 
using available data from PMSv3. The data includes climate 
zone, asphalt type, average traffic volume, rutting depth and 
mean profile depth. The data were for five years from 2010 to 
2014. The remaining lifespan of asphalt pavement was 
calculated based on the difference between the maximum 
acceptable rutting depth by SAT and the latest measured rutting 
depth in PMSv3, divided by the average variation of the rutting 
depth during five years. The quality of the data varied from 
climate zone to climate zone. In climate zone 1, where the data 
were more complete, the AR performed well, and the analysis 
concluded that in some cases the lifespan of AR was up to 29 
years longer than the conventional asphalt pavement which had 
an average lifespan of 55 years. In climate zone 2, AR 
performed better than polymer-modified asphalt, on average 
had one year longer lifespan. For the other climate zones, it was 
not possible to make any conclusions, mostly due to a lack of 
data.  

AR pavement, in comparison with conventional asphalt 
pavement, can have better mechanical performance, longer 
lifespan, lower maintenance cost and higher driving safety, 
however, implementation of AR poses some challenges, of 
which high temperature and health problems are the most 
critical for ARwet and low durability and very expensive costs 
for ARdry [26][27]. This study aims at analyzing drivers and 
barriers of the AR pavements in Sweden and also finding out 
the knowledge gap for future research on the field.  

II. METHOD 

The study is performed based on a literature review and by 
performing interviews with experts and relevant actors in the 
field. The interviews in this study are based on a semi-
structured interview method. Semi-structured interviews are a 
common method used in qualitative research, in which the 
researcher prepares beforehand some questions and themes that 
the researcher wants to focus on. However, the interview is 
open, and the order of questions might change. Additionally, 
other questions might come up, to follow up on answers given 
by the interviewee [28].  
The interviews, in this study, lasted between 60 min. to 90 min. 
and were performed digitally via Teams. In total 5 people were 
interviewed (Table 2), including asphalt researchers from VTI 
and asphalt experts from STA.  

 
 
 
 
 
 
 

TABLE 2. 
RELEVANT ACTORS WITH EXPERIENCE IN THE FIELD THAT WERE INTERVIEWED 

IN THIS STUDY 
Date Interviewee Interviewee Competences 

2021.09.22 Researcher 1 
(R1) 

Researcher with large experience (more 
than 30 years) in performing laboratory 
tests in multiple asphalt pavements. The 
researcher was involved in constructing 
and testing some rubber asphalt projects. 

2021.09.28 Researcher 2 
(R2) 

Researcher with many years of 
experience in asphalt technology and 
design (more than 30 years). The 
researcher did the lab. tests and filed 
studies on rubber asphalt. 

2021.09.28 Researcher 3 
(R3) 

Researcher with more than 10 years of 
experience in asphalt pavement design 
and test. The researcher did mechanical 
tests on rubber asphalt.  

2021.10.06 STA asphalt 
expert 1 
(STA1) 

Expert/PhD on asphalt pavement 
technology and design. The expert 
worked for asphalt construction company 
for more than five years and during that 
period worked with the production of 
rubber asphalt, design and mechanical 
tests. 

2021.10.10 STA asphalt 
expert 2 
(STA2) 

Expert on asphalt and binders. Large 
experience with chemical analysis on 
asphalt pavements, developing new 
asphalt pavements, and assessing asphalt 
product quality. 

 
The interviews were divided into four main categories, 

namely: (i) technology, (ii) mechanical subjects, (iii) 
environmental impacts and (iv) others (including cost and 
policy). Each category was in turn divided into multiple 
subcategories, according to a literature review. Table 3 shows 
the main categories and correspondent subcategories covered in 
the interviews. Not all the subcategories were discussed in each 
interview. The interviews and discussion on each subcategory 
depend on the experience and knowledge of the interviewee.  

Each interview was transcribed into text. The most important 
information was highlighted and summarized in a table, which 
included drivers and barriers in the rows, and the four main 
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categories described in Table 3, in the columns. The knowledge 
collected in the interviews was coupled with information 
available in the literature to identify areas that need further 
research.   

TABLE 3. 
MAIN CATEGORIES AND CORRESPONDENT SUBCATEGORIES COVERED IN THE 

INTERVIEWS 

III. RESULTS AND DISCUSSION 

Table 4 shows the summary of the main drivers and barriers 
identified in the interviews as well as the comments from 
interviewees. Starting with the drivers, all the interviewees 
agree that the possibility of giving a new life to waste materials 
is a motivation to continue investigating the possibility of using 
AR in the future. Production of AR using available technology 
with small adjustments is another driver, referred to by most of 
the interviewees. For example, the technology which is needed 
to produce ARtb is very similar to the technology which is used 
to produce PMA. However, the cost of production of ARtb will 
be cheaper and the mechanical properties is comparable with 
PMA. Higher flexibility and better resistance against fatigue, 
thermal, and reflecting cracking are other drivers for AR, in 
comparison with conventional asphalt pavement, especially 
when AR is used as wearing layer on rigid pavement. The 
potential extended lifespan of AR can be counted as a driver as 
well, however, all interviewees said that there is no clear 
evidence that AR has an extended lifespan, and there is a need 
to further investigation on the functionality of AR over a longer 
lifespan than what has been done up to date. For a better 
understanding of the lifespan of AR, there is a need to update 
the previous studies [19], [22], [23], [25] by considering other 
important aspects such as annual average daily traffic, thermal 
and mechanical properties, type of asphalt, and production 
process. 

There are also barriers to using AR identified in the 
interviews. One of the interviewees (STA2) pointed out that in 
general industries do not want to have the responsibility of 
taking care of wastes that are generated by other industries. This 
is directly coupled to another comment, referred to more than 
one time by the interviewees, that STA has some concerns 
about using waste as raw material. Therefore, in order to AR 
become more accepted by contractors and STA, there are needs 
of standardization to assure that CR, used to produce AR, does 
not expose risks to the environment and workers’ heath. 
Production of ARwet needs higher temperature during 
production and construction as well as CR stocks to machinery 
during production. Furthermore, there is a lack of experience 
and design standards for the production and application of AR. 
Asphalt companies are not interested in the production of those 
types of asphalts that are not fully examined, and their 
application is assured. For example, the production of open-
graded AR is difficult due to the high portion of air. In addition, 
one of the interviewees (R3) pointed out that the difference in 
stiffness and fatigue resistance between AR and conventional 
asphalt pavement is negligible. Another interviewee (R1) 
mentioned that the noise level on dense-graded AR and dense-
graded conventional asphalt pavement is almost similar. It 

seems that the lack of a standard for the production of AR in 
Sweden leads to different results [20], [23]. Environmental 
barriers are also identified in the interviews. One of the 
interviewees (STA2) pointed out the need for further 
investigation on the risks of leaching of different substances 
that might be present in the AR. The interviewee highlighted 

that leaching studies should not only be limited to AR pavement 
but also leaching from all other asphalt types should be 
investigated. Gheni, A., et al. [29] assessed the leaching of 
using rubber aggregates in chip seal pavement under different 
pH conditions, in the US. The study concluded that for pH 
between 4 to 10, toxic heavy metals leached from the 
rubberized chip seal were below that of the EPA drinking water 
standards. The replication of similar studies in the Swedish 
context would allow for a better understating of the asphalt 
pavements leaching risk. The risk of microplastics or other AR 
components, spreading into nature, was also lifted during 
interviews. This is a subtopic with very little information in the 
literature. As leaching, the emission from microplastics can also 
be applied to AR pavements.   

According to the interviews, the main challenge in the 
production and construction of AR pavements is work 
environment complaints, especially, due to terrible smell issues. 
The work environment and health problems were pointed out 
by two interviewees (STA1, STA2) as the main concern that 
made STA pause the use of AR. The interviewees point out that 
this problem must be overcome, if ARwet aims to be used more 
widely in the future. Nilsson T.P., et al. [30] investigated 
workers' exposure to particulates, polycyclic aromatic 
hydrocarbons (PAHs) and benzothiazole during the 
implementation of AR and conventional asphalt pavements in 
Sweden. The results showed that the respirable dust, total dust, 
particle number and mass, and total PAH concentrations for AR 
are the same as conventional asphalt. The levels of naphthalene, 
benzo(a)pyrene, and total particles were lower for both types 
compared with the Swedish occupational exposure limit. The 
study concludes that several air pollutants such as 
benzothiazole and PAHs are emitted into the air during asphalt 
work, but it is not evident if exposure to AR possesses a higher 
risk than exposure to conventional asphalt pavements in terms 
of asphalt worker exposure 

It should be noted that ARdry does not have such problems 
but is very expensive to produce. Also, ARtb has not been yet 

1 - Technology  2 - Mechanical subjects 
a) Fabrication of asphalt  
b) Construction of asphalt  
c) Technology & machinery  

a) Type of AR pavement  
b) Type of binders used in AR in 

different climate  
c) Strength and weakness of 

AR pavement 
d) Rehabilitation and 

Maintenance   

3 - Environmental impacts 4 – Other (including Costs and 
Policy) 

a) Lifespan  
b) Health  
c) End of life of AR pavement  
d) Microplastic emissions  
e) Noise reduction  
f) Usage of raw materials 
g) Leaching 

a) Construction cost 
b) Maintenance cost  
c) National and Regional 

legislation  
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produced in Sweden. Production of ARwet using Warm Mix 
Asphalt (WMA) method, which needs lower temperature 
during production, instead of Hot Mix Asphalt (HMA) method 
can be a solution to overcome the problem with ARwet. 

Finally, the AR management after use was also referred to as 
a potential driver but also as a barrier. A driver, because old AR 
can be 100% recycled to produce new AR. However, it is 
important to understand the behavior of the new product, 
especially after the AR has been recycled many times. 

Additionally, one of the interviewees (R2) points out the 
possibility of recycling old AR pavement to produce 
conventional asphalt pavement and analyze how the recycled 
conventional asphalt pavement would behave. The information 
available in this field is very limited, and so it can be seen as a 
potential barrier The suggestion was to investigate how other 
countries, in which the use of AR is a common practice, are 
currently dealing with recycling and reusing of AR.  
 

 
 

TABLE 4. 
SUMMARY TABLE WITH MAIN DRIVERS AND BARRIERS IDENTIFIED IN THE INTERVIEWS 

 Technology Mechanical Environmental Other 

D
ri

ve
rs

 

-By little adjustment, it will be 
possible to produce AR pavement 

using the existing technologies which 
are used to produce conventional 

asphalt (R1, STA1, STA2) 
 

- AR is more flexible, 
compared to conventional 

asphalt (R1, R2, R3, STA1, 
STA2) 

-AR can reduce reflecting 
cracks when used as a wearing 
layer on a concrete pavement 

(R1, STA1) 
-AR has good resistance 

against temperature changes 
and thermal cracking (R1) 
- AR has probably a longer 

lifespan due to higher 
flexibility but it is not proven 

yet (R1, R2, R3, STA1) 
- AR has a better resistance 

against fatigue (STA1) 

-Production of AR is a way to recycle 
waste tyre (R1, STA2) 

- AR can reduce noise (R1, R2, R3, 
STA1, STA2) 

 

-Other countries produce and 
use AR (R1, R2, R39 

-Interest from EOL tyres 
management (R1, STA2) 

-AR has no big mechanical 
difference, compared to PMA 

(STA2) 
-AR is more expensive than 

conventional asphalt but 
probably cheaper than PMA 

(STA2) 
 

B
ar

ri
er

s 

-It is difficult to find the correct mix 
for AR (R1, R2, R3) 

-There is a lack of experience in 
applying AR (R1, R2, R3, STA1) 
- It needs to develop and produce 

different types of mixtures of AR (R1, 
R2, R3)   

- Higher temperatures are needed for 
the production and construction of AR 

(R1) 
- It needs more investment in AR 
technology before getting sure it 

works (R1, R2, R3) 
-AR gets stooked into the machinery 
due to the higher viscosity (STA2) 

- More difficult to apply in 
open asphalt due to the high 

portion of air (R1) 
- There are no conclusive 
results if AR has better or 

worth mechanical properties 
than conventional asphalt 
pavement (R2, R3, STA1)  

 
 
 

- Some complaints from workers 
about strong smoke and smell (R1, 

R2,R3, STA1, STA2) 
- A potential challenge is that AR can 

spread into nature (STA2) 
-Asphalt Industries do not want to be 

responsible for waste from tyre 
industry (STA2) 

-it needs that companies selling CR to 
assure that CR is safe to be used 

(STA2) 
 

- Health problem is the main 
barrier for AR (STA1) 

- All actors in the asphalt 
industry do not have a full 
engagement to produce AR 

(R1) 
- Field projects of AR were at a 

small level and even some of 
them failed (R2, R3) 

-AR needs more bitumen and 
therefore might be more 

expensive (STA2) 
- There is no strict 

policy/standard to use 
environment-friendly asphalt 

(R2, R3) 
 

C
om

m
en

ts
 

- The failure cases for AR in Sweden 
were most probably due to lack of 

knowledge in the material mix, 
dimensioning and lack of application 

experience (R1, R2, R3) 
- First investment for the development 
of AR is high but in future the results 

will be promising (R1, R2, R3 
- Temperature control during the 
construction of AR is not a big 

problem (STA1) 
- There is not any special standard to 
making and dimensioning AR (R2, 

R3, STA1) 

- Fatigue and stiffness of AR 
are better than conventional 

asphalt but not that much (R2, 
R3) 

- AR has better or the same 
characteristics as conventional 

asphalt (R1, STA2) 
-AR can be produced in 

different types such as dense, 
stone mastic or open graded 

(R1, R2, R3, STA1) 
- AR can works for all traffic 

levels (R1, STA1) 
-AR can work well in cold 

climates (R1) 

- There is not any special policy to 
produce and re-use AR (R2, R3, 

STA1) 
-EOL AR can be managed e.g. by 

mixing with newly produced AR (R1) 
- Research did not find any dangerous 

material in AR (STA1) 
-Emissions from AR pavements were 
not that different in comparison with 

conventional asphalt (R1, STA1) 
-It needs more research on how the 

AR can be recycled after use (STA1, 
STA2) 

- STA is not using AR because it is 
considered waste (R2, R3) 

- To investigate the lifespan of 
AR, it needs field experiments 

(R2, R3, STA2) 
-AR needs optimization for cost 

and mechanical properties 
(STA1, STA2) 

- Rubber from tyre can be used 
in other technologies, even in a 

better way than asphalt (R2, 
R3) 

- PMB is easier to design and 
control than AR (STA2) 

 
 

IV. CONCLUSION AND FUTURE SUGGESTIONS 

This study aimed to compile previous knowledge on AR and 
to find drivers and barriers to the implementation of AR 
pavement in Sweden. The study was based on a literature 

review, complemented by interviews by experts. 
There are generally three types of AR classification: ARdry, 

ARwet, and ARtb. ARdry was initially developed in Sweden 
and then exported to other countries. ARdry had good 
mechanical properties, however, it was very expensive in 
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comparison with conventional asphalt pavements. The high 
cost of production made ARdry not be used widely in Sweden 
[27]. In 2006, ARwet was imported from the USA to Sweden 
and since then 154 km of roads have been constructed in 
Sweden using ARwet. The ARwet, especially dense graded, has 
better mechanical properties and a longer lifespan than 
conventional asphalt pavements. In the environmental 
perspective, extended lifespan comes with a potential reduction 
of resource use and thereby lower cost for construction and 
maintenance. However, complaints about terrible smoke and 
smell as well as concerns about workers’ health problems made 
STA to pause production of ARwet in Sweden.  

Considering new technologies in AR such as ARtb, better 
mechanical properties of AR than conventional asphalt 
pavement and lower cost of AR than PMA, it is necessary to do 
further research on the field. Some of the important knowledge 
gaps and interesting areas for future research and developments, 
found in this study, are: 
• Health problems and how particle emissions during the 

implementation of AR can expose risks to workers. 
• Environmental studies to analyzed the leaching of different 

types of substances into nature, including PHAs and heavy 
metals that might be present in the AR and CR. 

• Comparison between ARtb and PMA – in terms of 
mechanical performance, but also costs and environmental 
benefits or drawbacks 

• The cost of production of PMA and AR are about 25% 
more expensive than conventional asphalt pavement, so it 
is expected that PMA and AR should have at least 25% 
more lifespan than conventional asphalt pavement. It needs 
to analyze the lifespan of PMA and AR and compare it with 
the lifespan of conventional asphalt pavements. 

• There is a lack of experience and design standards for the 
production and application of AR. Standardization of the 
design and production of AR is needed in the future. 
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Abstract — We propose a design method for the sign projection 

lamp based on Koehler Illumination. It is a combination of condenser 

optics and projection optics. Both the condenser optics and projection 

optics are the combination of multiple aspheric lens surfaces. The 

image film needs to be placed in between the condenser system and 

projection system. The Condenser optics provides uniform collimated 

rays on the image film collected from the light source and projection 

optics together provides the images on the different planes with 

minimal aberrations. 

Keywords—Symbols, Projection, LED, road safety, Koehler 

Illumination 

I. INTRODUCTION  

Lighting industry has followed the same trajectory in 

terms of advancements as the motorization did, in 

automotive sector in last few decades. Automotive 

lighting industry always try hard to improve night drive 

situations and to reduce the road traffic deaths. The 

evolving technology for enhancing the road safety such as 

self-driving cars and adaptive automotive lighting 

systems help reducing the traffic accidents but not 

offering much in pedestrians death rates. According to 

WHO, the pedestrians, cyclists and motorcyclists are the 

most vulnerable road users (VRUs) which comprise half 

of the global death [1]. Communication among vehicles 

and pedestrians can play a vital role in reducing the death 

rates across the globe. Introducing a technology which 

enables drivers to communicate with other road users 

through projection of symbols on road can act as an alarm 

which can contribute to reduction of road fatalities.[2] 

Talking about the technologies calling for high cost, such 

as DLP (Digital Light Processing) Projectors using 

DMDs (Digital Micromirror Devices) by Texas 

Instruments and Laser scanning projection system [2], 

can be used to project different images on road to 

establish communication among vehicles and pedestrians 

but keeping cost in mind, there is a need to develop a 

projection system which is favorable to adapt anytime 

and, in any vehicle, [3][4]. More recent technologies 

include projector with array LED matrix light source and 

laser projector systems. [5][6] 

Although it is still an issue to introduce the projection of 

symbols and signs into the UNECE (United Nations 

Economic Commission for Europe)  R48 and R149, and 

there is difference in opinions between some related 

parties such as GRE (Working party on Lighting and 

Light Signalling) and experts from GTB (The 

International Automotive Lighting and Light Signalling 

Expert group), the intention should be clear for making 

the safety as priority and implementation of these under 

well-defined conditions. While the debate shall be in 

commotion among them, it is important for us as lighting 

manufacturer to be ready with solutions that can enhance 

the overall pedestrian safety without adding any 

distraction for others. 

A design is proposed here which has simple mechanism 

but out-standing performance in low cost. Using a 

projection system, we can project symbols to enhance 

road safety and logos for styling purpose.  

 

II. DESIGN 

A. Approach 

This section describes the design approach for image 

projection system. An optical system that contains 

combination of lenses with specific functions is used for 

projecting the image of slide/film at a required distance 

on the road called a projection system. It comprises a light 

source, condenser lens, film, and projection lens system. 

Light guide could also be used as condenser optics, but it 

may affect the compactness of the design [2]. Laser based 

projection systems are developed where laser is used as a 

source [5]. An LED (Light Emitting Diode) is chosen here 

as the light source. 

LEDs are durable and long lasting with less power 

consumption [5]. A suitable LED can be employed as per 

the requirement of color and brightness of the image. 

Divergent light from the LED will be collected by the 

condenser lens and illuminates the film completely. The 

film/slide is equipped with required symbol imprinted on 

it with transparency. Projection lens forms the image of 

the film on the screen at required distance as it finds the 

object to be the film. 

The LED is a Lambertian light source which follows 

Lambert’s cosine law [8]. It states that illumination on any 

surface at any point E, is given by the cosine of angle 

between the normal to that surface and line of flux. LEDs 

emit light in different angles covering entire semi 

hemisphere. For collecting the maximum light from the 
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LED to make an efficient imaging system, we need a 

condenser optics which not only collects the major 

amount of light from the light but also provides uniform 

illumination to the film. There can be many different 

optics for collecting and converging the light beam 

including spheric/aspheric lenses, collimators etc., it is 

important to consider the Numerical aperture (NA) of the 

condenser optics system to accept the light. 

The condenser optics will consider the source as the 

object and will image it in space may be at infinity. The 

film needs to be placed after the condenser optics which 

will be object to the projection optics.  

The rays deviate from ideal behavior and fails to converge 

at a point results in the aberrations. There are two primary 

causes of non-ideal lens action: Geometrical or Spherical 

aberrations are related to the spherical nature of the lens 

and approximations used to obtain the Gaussian lens 

equation; and Chromatic aberrations, which arise from 

variations in the refractive indices of the wide range of 

frequencies found in visible light [12]. Aberrations in the 

image can be controlled by the optimizing the overall 

projection system, these include materials, radius of 

curvatures and/or thicknesses of the components.  

Magnification is another important factor in projection 

systems. It is the size of an image relative to the size of 

object producing it [13]. Magnification can be introduced 

according to the requirements, by the projection system.  

Koehler illumination technique is used in this projection 

system. It is used to ensure that the final image doesn’t 

contain any image of source. Koehler illumination 

technique was developed by August Koehler in 1893. If 

the film plane has an image of source on it, then the final 

image will also consist of the image of source along with 

image of film. Therefore, Koehler illumination is of great 

importance in imaging systems.  

Key points of Koehler’s illumination [6][7]: 

I. Koehler’s illumination is used when the 

source is non-uniform like tungsten filament, 

LED etc. It results in an evenly illuminated 

image.  

II. Koehler’s illumination is characterized by 

forming the image of the source at the 

entrance pupil of the projection optics 

through the film. 

III. The film consisting the symbol must be 

placed close to the condenser optics to 

illuminate it completely. Placing the film at 

the exit pupil of condenser will illuminate it 

completely and uniformly. 

IV. The image of the film is produced by the 

projection optics on the screen.  

V. There should not be any image of source at 

the film plane otherwise, the final image of 

the film will contain the image of source in it. 

VI. The size of image of source should be equal 

to the entrance pupil of the projection optics. 

 

B. Design Aspects 

In this paper, we decided to design an image projection 
system with depth ~ 55 mm, and diameter within 30 mm. 
This size has been decided considering the RFQ 
requirement for such kind of lamp and space available to 
place it near stand area or in headlamp in two-wheeler. In 
this section, the description of components will be 
provided. Zemax is used to design and optimize imaging 
systems. 

1. Source 

LED is a Lambertian source and divergent in nature. 

The aim should be to cover the maximum flux from 

the LED and directing it into the system. The 

condenser system is used to serve this purpose, which 

is discussed in the next part. The closer the LED is 

placed to the condenser system; more will be the input 

energy into the system, and we obtain a more efficient 

system. In this design, LED is kept at 4.139mm from 

the condenser optics. Decreasing the distance 

between the two can further increase the efficiency 

but it becomes difficult to design a condenser system 

of such small focal length. The half cone angle of 

acceptance by the first lens is 59.99 degrees. The 

efficiency comes out to be 86%. Now, the Numerical 

aperture for the condenser lens must be known for 

defining light collection from LED. The decision 

depends on the divergence angle of LED, usually tend 

to be 180 °.  

NA=� ����=1.0 × sin�59.99°� = 0.866               (1) 

Θ is the maximal half cone angle that can enter/exit 

the lens. 

n is the refractive index of working medium of lens. 

2. Condenser Optics: 

Considering the input energy to the system, a 
condenser optics having NA of 0.866 is designed. 
Two positively powered lenses have been used. 
Figure-1 is representing the condenser system. One is 
to collect the light from the LED and another one to 
converge and focus it onto the entrance pupil of the 
projection system. Different kind of optics can be used 
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to condense the light from the LED including 
collimators, freeform lenses, light guide etc. This 
optics consisting of two lenses is preferred to make a 
condenser system considering the space constraints 
and manufacturing. 

Table-1 is describing the parameters of the condenser 
system for each surface.  The lenses have both 
spherical and aspherical curvatures. The image of 
source should have magnification comparable to the 
size of the entrance pupil of the projection optics to 
completely illuminate it or to render the entire light 
from source.  

The first element of the condenser system has 
thickness of 7.412mm with diameter 13.238 mm and 
the second has thickness of 5.135 mm with diameter 
17.926 mm. The airgap between the two is of 2 mm. 
Glass or plastic optical materials can be used 
depending upon the application. In this design, lens 
elements of condenser optics are made up of PC 
(Polycarbonate) with a refractive index of 1.586.  

 

 

 

 

 

 

 

 

 
Fig-1-Condenser system 

 
3. Film 

The film is the object for Projection lens. It is 0.5 mm 

thick and contains the symbol on it.  The dimensions 

of the symbol will lead to the dimension of image 

with magnification of the projection lens. A 

symmetrical symbol is used as shown in Fig-2, to 

analyse the higher field rays. The symbol will be 

transparent and rest of the area on the film will be 

opaque.  

 

 

 

 

 

 

 

 

 

It can be made up of materials viz. PC, PMMA etc. 

for Plastics. Here PMMA is used. 

 

 

 

 

 

 

 

 

Fig-2-film 

4. Projection Optics 

This is the heart of the system that projects the image 

of the symbol on the road with required 

specifications. The projection optics decides the 

magnification provided by the system. Figure-3 is 

showing the projection system.  

This design can be exploded into four individual lens 

elements. i.e., two positive lens elements and two 

negative lens elements. These four lenses together 

form a positively powered system, and this property 

will result in an inverted image of object on the 

screen. 

 

Fig-3-projection system 

 

Table-1-condenser system 
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PMMA is used for the positive lenses and PC is used 

for negative lenses. The projection system has an 

effective focal length of 18.6187 mm. 

Table-2 is showing the complete information about 

the parameters used in designing the projection 

system including radius of curvatures for each 

surface, thicknesses and air gaps between each 

surface, materials, dimeters, conic constants etc. The 

thicknesses for each lens element are 8.007 mm, 5.6 

mm, 1.993 mm and 3.974 mm. The air gaps between  

 

 

 

 

 

 

 

 

 

 

 

 

 

lens elements are 2.728 mm, 2.209 mm and 4.144  

mm. 

Lens semi-diameters for each element are 7.084 mm, 

7.409 mm, 6.966 mm and 7.860 mm 

5. Complete System 

After merging the projection optics and the condenser 

optics, complete system is obtained. Fig-4 is showing 

the complete system where source (LED) position is 

shown with a point. We have total of six lens 

elements. The depth of the lamp is 55 mm including 

the LED distance and diameter of the lamp is 26 mm. 

 

 

 

 

The propagation direction is from left to right. The 

object is kept inverted to produce an erect image 

following the geometrical optics calculations.  

To obtain an image at a location far by 300 mm, 

object/film is placed at 3.447 mm from first lens 

surface of the projection system. The projection lens 

brings a magnification of 14.89x to the object, 

keeping object size 11.95 mm, image of 175 mm is  

 

 

obtained. 

Projection system controls the 

aberrations for this lamp. The 

aberrations are the imperfections in the image. The 

basic seidel aberrations are spherical, coma, 

distortion, field curvature, astigmatism and chromatic 

aberration due to different wavelengths.  

Considering the combination of different materials 

like crown and flint can reduce the chromatic 

aberration along with few others. PC is flint and 

PMMA is crown in nature according to abbe’s 

number. Aspheric lens surfaces are used to reduce 

spherical aberration and keeping small the aperture 

diameter can help minimising the overall aberrations.  

Sometimes, we need to introduce negative 

aberrations to compensate positive aberrations and 

vice versa. 

Table-2-projection system  

Fig – 4 – Complete Lamp System 
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It’s difficult to eliminate aberrations completely, so 

knowledge of aberration tolerance is required to 

design a system as per requirements. 

III. SIMULATIONS RESULTS 

 

The Varroc ray tracer is used to simulate and obtain 

the result. Varroc ray tracer is an in-built tool in Catia 

software in-housed by Varroc.  

Fig-5 is showing the raytracing for this system and 

the angular spread of rays. The four black lines are 

the screens at distances 200 mm, 300 mm, 400 mm 

and 500 mm from the lamp. According to the distance 

of image from the principal plane of projection optics, 

object/film distance can be calculated using the lens 

formula. Increasing the screen distance from the lamp 

results in decreased intensity values, according to the 

inverse square law for intensity. Also, the size of the 

image will keep on increasing following the 

magnification equation.  

Though any symbol can be projected with this lamp, 

a symmetrical symbol has been chosen here to 

analyse the higher field rays. Fig-6 is showing the 

simulation results at different screen distances from 

the lamp. 

   

 
Fig-5-  Raytracing 

 

The (a), (b), (c), (d) are images at screen distances 200 

mm, 300 mm, 400 mm, 500 mm respectively. The sizes 

are mentioned in fig 6. The screens are of size 400 �� ×

400 ��. The input luminous flux is 1 lumen. The 

luminance at screen distances 200 mm, 300 mm, 400 mm, 

500 mm are 21.2 nits, 10.4 nits, 6.18 nits and 4.09 nits 

respectively and the last three are normalized with respect 

to the first one. Images of uniform brightness are 

obtained.  
 

   
 size: 118 mm, distance: 200 mm;      size: 175 mm, distance: 300 mm 

 

  

 

        

 

 

 

                           (a)                                                         (b) 
                          

   size: 240 mm, distance: 400 mm;        size: 300 mm, distance: 500 mm 

 

 

         

 

 

 

 

 

 
                         (c)                                                 (d) 

Fig-6- Images at different screen distances 

IV. DISCUSSIONS AND FUTURE DEVELOPMENTS 

The present study is done with an intent to produce a 

white color image, but different color images can be 

produced using an appropriate light source or using 

different color filters fused in the film itself. The system 

is designed to focus on a certain distance with narrow 

depth of field, but there is possibility to design a system 

with wide depth of field to get a focused image across a 

wide distance. Designing a multifocal system offers the 

possibility to place the lamp anywhere in the vehicle to 

serve different purposes because it screen distance can be 

varied but still we will get a focused image. This lamp can 

be used to project any symbol. Fig-7 is showing images 

of a left turn and a right turn sign, giving an example of 

images that can be displayed on road using this projector.  

 

 

 

 

 

           

 

 

Fig-7-turn signs 
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Abstract— LED lighting has been increasingly adopted 

for vehicles in both domestic and foreign automotive 

markets. Although this miniaturized technology gives the 

best light output, low energy consumption and cost-

efficient solutions for driving the same is the need of the 

hour. 

 

A novel vehicle headlamp driver for two-wheeler Class D 

LED headlamp is presented here. In this paper, unlike 

usual LED headlamps which is driven by battery, 

Regulator and Rectifier (RR) driven, low cost and highly 

efficient LED Driver Module (LDM) is proposed.  

 

Our system uses negative half wave rectified DC output 

from RR to provide a constant light output at all RPM 

values of vehicle. With a negative rectified DC output of 

RR, we have an advantage of pulsating DC input which 

periodically goes to zero thus help us to generate a 

constant DC output equivalent to required LED load and 

with change in RPM additional active thermal bypass 

circuit help us to maintain the efficiency and thermal rise. 
 

Keywords— Class D LED headlamp, Regulator and 

Rectifier (RR), Pulsating DC, Low cost and highly efficient, 

LED Driver Module (LDM). 

 

I. INTRODUCTION  

In this paper, we present methodology for driving highest 

class two-wheeler headlamp with Regulator and Rectifier 

(RR) output.  

 

The positive half of the magneto output is regulated and used 

to charge batteries used for various peripherals. While, 

conventionally, the negative half was used for operating bulb 

based exterior lamps. But with advancement in LED based 

headlamps which are driven by battery, this negative half 

pulse remained unused in most of the vehicles. 

 

Hence, the aim is to utilize the unused negative pulsating DC 

output of RR, so as to optimize utilization of RR output power 

and provide a cost-efficient solution as compared to costly 

DC-DC drivers. This paper presents a novel idea to use the 

negative half wave output of the RR along with a linear 

constant current driver with significantly higher efficiency to 

drive up to 30W LED loads. Although the RR output has 

varied frequency and duty cycle at different engine RPMs, 

the driver is designed as such that it provides constant current 

to LEDs at all engine RPMs with minimal ripple. 

A switching regulator works by taking small chunks of 

energy, bit by bit, from the input voltage source, and moving 

them to the output. This is accomplished with the help of an 

electrical switch along with magnetic components and other 

passive components which result in bulky and costly 

components. But with linear regulators, we’re eliminating 

bulky components and improving the form factor. Hence, the 

proposed solution is both cost efficient and compact. 

  
Presently, output ripple free amplitude drivers with fewer 

components and less complexity are limited to lower power 
LED Lamps. The focus of current high-efficiency research is 
often on high LED power applications. This paper presents a 
method of driving LED load at both High Beam and Low 
Beam using the negative half wave rectified pulsating DC 
from RR with minimum number of components, maintaining 
high efficiency within the thermal limitations. The project is 
undertaken with Varroc Engineering Ltd. – 2-wheeler 

Lighting Electronics Team. 

 

Usually using linear regulator leads to poor thermal 

performance, as linear regulator works by taking the 

difference between the input and output voltages, and just 

burning it up as waste heat. The larger the difference between 

the input and output voltage, the more heat is produced. In 

most cases, a linear regulator wastes more power stepping 

down the voltage than it actually ends up delivering to the 

target device. With typical efficiencies of 40%, and reaching 

as low as 14%, linear voltage regulation generates a lot of 

waste heat which must be dissipated with bulky and expensive 

heat sinks. This also means reduced battery life. Linear 

regulators are great for powering very low powered devices. 

They are easy to use and cheap, and therefore are very popular. 

However, due to the way they work, they are extremely 

inefficient. 

  

But with the input being negative half wave rectified pulsating 

DC from RR, this efficiency can be improved. As the input 

periodically goes to zero, this helps us to generate a constant 

DC output equivalent to LED load, thus minimising the 

voltage drop on the linear regulator. As the drop on the linear 
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regulator is minimal, losses are significantly reduced and 

efficiency as high as 75% is achieved. With change in RPM, 

this DC voltage increases which can be managed by active 

thermal bypass circuitry, thus resulting in better thermal 

performance. Hence, use of bulky and expensive heat sinks 

can be avoided. As the battery input is not connected to the 

lamp now, battery life is also unaffected. 

 

The constant DC output used to drive the linear regulator and 

the LEDs is obtained without using any magnetic components 

and freewheeling diodes. A simple switch and capacitor are 

arranged in such a way that the voltage across the capacitor is 

DC with some ripple. The switch ON time and OFF time are 

dependent on the input voltage amplitude.  

 

Conventionally, with battery input, driving large array of 

LEDs requires voltage to be stepped up, hence switching 

topologies are essential. But using negative half wave sine 

input, with peak reaching as high as 35V, switching regulators 

are no longer required. 

 

For low load voltage applications, stepdown switching 

regulators are must. But with input periodically going to zero, 

setting required stepped down voltage can be obtained without 

switching regulators.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

II. CHALLENGES WITH NEGATIVE HALF WAVE SINE INPUT  

• The current drivers used in LED applications are 

driven by battery which has nearly constant voltage. 

Whereas the amplitude of negative half cycle of the 

RR varies with RPM. 

• With input voltage periodically going to 0 Volts, 

maintaining constant voltage at input such that it is 

sufficient to drive the LED load with minimum 

losses of LED driver circuitry. 

• The voltage threshold set needs to be such that it 

helps to maintain constant voltage across linear 

regulator which is equivalent to drive the LEDs. 

• As the output of voltage limiter circuitry is not 

constant DC but rather rippled DC, additional 

circuitry for thermal management is required to 

minimize load on linear regulator 
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State of Art Solutions Based on Hyperspectral 

Satellite Imagery 

Eldrige de Melo – eldrige.melo@satellogic.com 
 

Introduction:  Detecting land and water features 

through the use of Hyperspectral Satellite Imagery. For 

the past decade, the world has been bracing for 

different global challenges such as growing populations 

and global warming. In order to tackle these challenges 

and their consequences, hyperspectral satellite imagery 

can be used as a cost-effective operational data for 

timely decision making. Satellogic has developed tools 

and techniques that extract valuable data from 

hyperspectral satellite imagery that can assist to 

mitigate the effects of climate change and over 

population that are estimated to have a higher impact in 

developing regions. 

 

One of the main consequences of over population and 

global warming is food shortage, this research provides 

solutions based on the use of Satellogic’s capacity to 

acquire 25 cm Hyperspectral images on a daily basis 

globally. This capacity allowed this research project to 

create state of the art solutions such as irrigation 

monitoring that provides early detection of irregular 

irrigation patterns allowing for quick response and 

increased productivity. 

 
 

More advanced farming techniques such as crop 

estimation through campaign management, species 

selection and dynamic yield selection. 
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Risk-Based Prioritization Approach to 
Quality Control Inspection Activities 
On Structural Works for High-Rise 

Buildings in Makati City 
P.G. Aguada, K.D.P. Cinco, R.R.R. Reyes 

 

Abstract - The purpose of these inspections is 

to determine the status of the construction 

project and to decide what steps should be 

taken to approve, reject, or modify such part 

of that recognition. The inspection activities 

necessitate that these inspectors be on the 

move to record the possible concerns in the 

future relating to a specific project problem.  

In the industry, each of the companies have 

corresponding standards being set and 

followed upon the different work scopes 

involved in operations. Criteria, protocols, 

and guidelines are considered as a critical 

guarding factors, specifically in assessing 

quality assurance inspection on structural 

works, for this scope which involves high-

risk activities.  

A good quality control inspection has a major 

impact on both businesses in architecture and 

engineering. And a company constantly 

committed to improved quality has the higher 

chance of acquiring zero defects and 

fatalities, appearing to a competitive rank of 

quality performance, risk-management, and 

overall accomplishments. 

 

I. INTRODUCTION 

improvement, and a significant competitive 

advantage. It is also an important part of the 

quality control program for ensuring quality 

and long-term success of a project. The 

purpose of these inspections is to determine 

the status of the construction project and to 

decide what steps should be taken to approve, 

reject, or modify such part of that 

recognition. To carry out the inspection, one 

or more quality inspectors work individually 

or by forming an inspector team. The 

inspection activities necessitate that these 

inspectors be on the move to record the 

possible concerns in the future relating to a 

specific project problem. 

   In the industry, each of the companies have 

corresponding standards being set and 

followed upon the different work scopes 

involved in operations. Criteria, protocols, 

and guidelines are considered as a critical 

guarding factors, specifically in assessing 

quality assurance inspection on structural 

works, for this scope which involves high-

risk activities. A good quality control 

inspection has a major impact on both 

businesses in architecture and engineering. 

And a company constantly committed to 

improved quality has the higher chance of 

acquiring zero defects and fatalities, 

appearing to a competitive rank of quality 

performance, risk-management, and overall 

accomplishments. 

 

   Construction inspection plays a very 

important role in the industry as it is an 

incentive for cost reduction, efficiency 

     Restie  Ross  Reyes  is  with  the  Mapua 
University,  Philippines  (e-mail: 
restyross.reyes123@gmail.com).
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II. METHODOLOGYY 

   This chapter introduces the methods used in 

this study which are the following: (1) 

carrying out an extensive literature review 

and conducting an initial interview with 

Quality Control Inspectors and Structural 

Field Engineers to identify and review 

several quality control inspections in 

structural works for high-rise buildings, (2) 

designing a questionnaire to collect data to 

assess the frequency and severity of 

identified risks, and (3) performing reliability 

analysis and ranking analysis for these 

collected data. 

Primary Data Collection  

   The identification of risks in QC inspection 

activities in structural works is based on 

extensive literature review. An additional 

interview with QC Inspectors and Structural 

Engineers is to be conducted by the 

researchers online to review these inspection 

activities and to evaluate initially its risks. 

 

Secondary Data Collection  

After identifying risks in QC inspection 

activities in structural works, a survey 

questionnaire is designed for respondents 

from the Construction industry. These 

respondents have already had, and majority 

are still working on construction field 

specifically in high-rise vertical buildings in 

Makati City. The questionnaire that the 

researchers prepared are divided into two 

sections: survey questionnaire enlisting four 

sections; respondents’ profile, level of 

awareness and familiarity regarding the 

quality control structural work inspections, 

level of agreement in their working 

experiences and based on their background 

focusing on structural works, and risk-based 

strategies as significant options to increase 

quality and safety on construction site. All 

these sections entailed in the survey 

questionnaire shall be collected and analyzed 

through the Analysis of Variance or ANOVA 

Statistical Treatment. On the other hand, for 

the interview segment, the researchers made 

use of the online platform to provide online 

questionnaire and send them to the chosen 

respondents, particularly the Quality Control 

Inspectors and Structural Engineers, via e-

mail in the form of online document for 

approval of their available schedule and will 

then be proceeding to zoom meetings for the 

main part of the interview which then 

consists of  interactive question and answer 

portion between researchers and respondents. 

researchers to identify what should be the 

outline flow and categories to be considered 

in the survey questionnaire for the 

respondents. This will also help the 

researchers in coming up what are the 

improvements or revisions that a certain 

construction firm should be taken in 

consideration to avoid work stoppage and 

deficiencies with regards to project quality 

and decrease in employee population because 

of lack of safety and security which causes 

also their work productivity to decrease 

during the pandemic crisis. 

 

Data Analysis 

   Through reliability analysis, Cronbach's 

alpha (Equation 1) is used to measure the 

reliability of the questionnaire where: 

n is the number of risk factors 

 �2  is the variance of the observed risks,         

�2 is the variance of component i for the  

current sample of respondents? 

For data to be internally consistent, the value of 

the alpha must be at least 0.60.   

 

 

160



Conference Proceedings, Stockholm Sweden July 12-13, 2022

After this, ranking analysis is utilized to 

determine the frequency and severity indices 

of the identified and assessed risks from the 

survey data. The mean value of the rating for 

the importance of risk is considered as the 

importance index and the mean value of the 

rating of the frequency is considered as the 

frequency index. It is used to rank importance 

indices of all risks and frequency of 

occurrence of all risk factors, respectively 

(Polat et al, 2017). To measure its overall 

ranking, the importance index (Equation 2) 

and the frequency index (Equation 3) are 

multiplied to get the severity index (Equation 

4). 

 

���	
���� ���  =
 )1*+&*3(*2)** 

                                            )(1*&*(*)**) 

Where & is the number of responses for 

Very High, 2is the number of responses for 

High, 3is the number of responses for 

Moderate, +is the number of responses for 

Low, and ) for the number of responses for 

Very Low. 

�
������ ���  =  
)1*+&*3(*2)*1 

                                            )(1*&*(*)**) 

 

where &is the number of responses for 

Always, 2is the number of responses for 

Almost Always, 3is the number of 

responses for Often, +is the number of 

responses for Sometimes, and ) for the 

number of responses for Rarely.  

����
��� ���� = ���	
���� ���� × �
������ 

���� 

Research Setting 

   In line with the occurrence of Covid-19, 

where face to face exertions have       been 

limited, the research will be conducted by an 

online survey. The online survey will be 

answered by Quality Control Inspectors and 

Structural Engineers who face risks daily on 

their structural works on High-Rise Buildings 

in Makati. 

Respondents of the study 

   The respondents for this research for the 

survey gathering procedure will be thirty (30) 

Quality Control Inspectors, Safety Officers, 

and Structural Field Engineers of three (3) 

construction companies, who face risks in 

their works on High-Rise Buildings. The  

companies where the participants work must 

be based in the Makati area, since this is the 

setting of the study. 

Data Gathering Procedures 

    During the time of the research, Covid-19 

is still affecting the Philippines and 

transactions were set to be limited. Following 

the health and safety guidelines, the 

researchers gathered data: 

1. A series of questions will be 

developed in Google docs. Google 

docs will serve as the questionnaire 

for the respondents. 

2. The researchers will explain to the 

correspondents the purpose of the 

survey. 

3. The target respondents for the 

research are quality control inspectors 

and structural engineers. 

4. The survey will be about 10-15 

minutes to accomplish 

5. The responses will be analyzed and 

discussed by the research and come 

up with a conclusion.’ 

 

III. STATISTICAL TREATMENT 

   After performing the instruments to gather 

data, the researchers will analyze the data 

from the respondents through the outcome 

from the chosen respective statistical 

formula, Analysis of Variance. After 

analyzing the data presented, the researcher 
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will formulate a conclusion based on their 

interpretation of the data. 

 

Equation: Analysis of Variance 

   Analysis of Variance Test is used to 

determine the difference between two or 

more means of a population. Anova test used 

the variation, variation of between mean and 

the variance of the samples. Using the P-

value F-Critical, F-value, generated from the 

of the analysis of variance test will verify the 

significance of the test considering 

significance level of 0.05. 

 

IV. DEMOGRAPHIC PROFILE 

1. The first section of the questionnaire is the 

profile of the respondents in terms of age, 

gender, years of experience, current 

designation, years of experience, and type of 

organization. 

2. The second section of the questionnaire is 

the level of awareness of the respondents 

regarding structural quality inspection and 

structural work sequences and procedures. 

3. The third section of the questionnaire is the 

level of agreement to working on 

construction sites in accordance with their 

respective profile and background about 

structural works in terms of quality control 

standards. 

4. The fourth section of the questionnaire is 

the determination of action plans and risk-

based strategies to increase safety and project 

quality and achieving minimal conflicts on 

quality control inspection on structural 

works. 

 

The Profile of the Respondents in Terms of 

Age, Gender, Years of Experience, 

Current Designation of Construction Site 

Employees, and Type of Organization 

 

Respondents in terms of Age 

 

Table 1 Respondents’ Age 

 

Figure 1 Respondents’ Age 

 

   Table 1 and Figure 1 shows the tabulated 

and chart of the respondents in terms of age 

from the population used by the researchers. 

The study is composed of 30 respondents 

divided into two surveys. Ages 20-30 years 

compose of 20 respondents which has the 

large respondents from the population, 31-40 

years of age are 9 which the 2nd biggest 

number of respondents, and 41-50 years of 

age are 1 which is the lowest number of 

respondents from the research. 

 

Respondents in terms of Gender 

 

Table 2 Gender of Respondents 
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Figure 2 Gender of Respondents 

   Table 2 and Figure 2 Shows that there are 

25 respondents for male covering 83% of 

population and 5 respondents for female 

having 8% based on the scope of works 

tackled in the research study. 

 

Respondents in terms of Current 

Designation 

 

Table 3 Respondents’ Designation 

 

Table 3 Respondents’ Designation 

   To respond to the researcher’s questions 

respondents must answer the questions based 

on their current work designation as shown in 

Table 1.3 and Figure 1.3. Designation of 

respondents are categorized as structural 

engineer with 11 respondents, quality control 

inspector of 15 respondents, safety officer 

with 4 respondents. 

 

Respondents in terms of Years of 

Experience 

 

Table 4 Respondents’ Years of Experience 

 

Figure 4 Respondents’ Years of Experience 

 

   The respondent years of experience makes 

the data reliable to use for the study as the 

answers of the respondent are based on their 

years of experience working on their field of 

work and designation. Table 4 and Figure 4 

shows that 21 have worked for 0-5 years, 9 

worked for 6-10 years, and 0 who works for 

11 years and above. 

Respondents in terms of Type of 

Organization 

 

Table 5 Respondents Type of Organization 

 

Figure 5 Respondents Type of Organization 
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   There is different type of organization the 

researchers considered. In table 5 and figure 

5, 22 are main contractor, and 8 is sub-

contractor. Having these 2 types of categories 

will produce mix answers from the survey 

respondents. 

 

V. CONCLUSION 

   As the conclusion to this research, the 

researchers were able to attain the goal of 

showing and discussing the level of 

significance of implementation of risk-based 

approach and strategies for quality control 

inspection in structural works, specifically on 

high-rise projects located in Makati City, 

Metro Manila. As the researchers 

accomplished the objectives of the study, the 

researchers came up with assessment and 

instructions acquired from the conducted 

survey and interview to be able to achieve, 

identify, and review quality assurance 

inspections in structural work activities. 

Furthermore, the researchers have also 

determined the frequency and severity of 

risks during inspections in structural works 

and have come up to guidelines and risk-

based approach as to how to cope up with the 

unsafe incidents, worse, fatality, caused by 

negligence, lack of communication, 

mishandling of manpower, tools, and 

equipment during the inspection on structural 

works. Moreover, it has been proven that the 

results based on researchers’ survey imposes 

different specifics which can be prioritized 

more to be able to conduct and strengthen risk 

instructions and policies, which can be 

empowered by safety officers, to attain a safe 

and strong structure. It proves that hazards of 

working in construction could not be 

prevented hundred percent and are 

continuously linked to project’s safety 

management, but bringing out safety 

prioritization on the most critical part of 

construction work scope; structural works, 

should be then prioritize, considering the 

structural stage is the platform of all other 

field such as masonry, finishing, etc. This 

only partake the fact that structural work 

inspections can handle both quality and 

safety only if given the proper assessment 

and implementation of company guidelines, 

internal quality resolutions among field 

engineers and inspectors, and appropriate 

sequence of work events from pre-structural, 

during, and post-structural curing period of 

the poured structure. 

VI. RECOMMENDATION 

   Based on the results of the survey that 

provide sustainable data and analysis of the 

answers of questionnaires, as well as the 

statements given by the credible respondents 

on the interview, this research paper makes 

the following recommendation to the next 

graduating students who wants to focus on 

the structural works, to further specific or 

breakdown the parts of structural cope. By 

doing so, the scope of the research will be 

more specific, and the number of target 

respondents would be narrowed down. To 

further improve the study, the researchers 

recommend narrowing down the parameters 

of the study. Structural works is a good scope 

to begin with, but entails different trade such 

as Rebar, Formworks, and Concreting, 

wherein the future researchers can possibly 

choose one among the mentioned structural 

works. In addition, it would be a stronger 

ground of study if researchers will involve 

situations correlated in an unsafe incident 

happened in active floors which resulted to 

conflict occurred during quality control 

inspection. This way, risk-based approach 

will be more centralized and specific 

situations shall be then analyzed together 

with an approach such as comparative 

analysis. 
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Isolated Iterating Fractal Independently 

Corresponds with Light and Foundational 

Quantum Problems 

Blair D. Macdonald 

 

    Abstract—After nearly one hundred years of its origin, 

foundational quantum mechanics remains one of the greatest 

unexplained mysteries in physicists today. Within this time, chaos 

theory and its geometry, the fractal, has developed.  In this paper the 

propagation behavior with iteration of a simple fractal, the Koch 

Snowflake, was described and analyzed. From an arbitrary 

observation point within the fractal set, the fractal propagates forward 

by oscillation—the focus of this study, and retrospectively—

behind—by exponential growth from a point beginning. It propagates 

a potentially infinite exponential oscillating sinusoidal wave of 

discrete triangle bits sharing many characteristics of light and 

quantum entities. The models wave speed is potentially constant; 

offering insights into the perception and a direction of time where, to 

an observer when travelling at the frontier of propagation, time may 

slow to a stop. In isolation, the fractal is a superposition of component 

bits where position and scale present a problem of location. In reality 

this problem is experienced within fractal landscapes or fields where 

‘position’ is only ‘known’ by the addition of information or markers. 

The quantum ‘measurement problem’, ‘uncertainty principle’, 

‘entanglement’ and the quantum-classical interface are addressed; 

these are a problem of scale-invariance associated with isolated 

fractality.  Dual forward and retrospective perspectives of the fractal 

model offer the opportunity of unification between quantum 

mechanics and cosmological mathematics, observations, and 

conjectures.  Quantum and cosmological problems may be different 

aspects of the one— fractal—geometry. 

 

    Keywords— Entanglement, Measurement Problem, 

Observer, Unification     
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Abstract: In the present work, the forced convection heat transfer and fluid flow past an unconfined 

semi-circular cylinder is investigated. The two-dimensional simulation is employed for Reynolds 

numbers ranging 10 ≤ Re ≤ 200, employing air (Pr = 0.71) as an operating fluid with Newtonian 

constant physics property. Continuity, momentum, and energy equations with appropriate boundary 

conditions are solved using the Computational Fluid Dynamics (CFD) solver Ansys Fluent. Various 

parameters flow such as lift, drag, pressure, skin friction coefficients, Nusselt number, Strouhal 

number, and vortex strength are calculated. The transition from steady to time-periodic flow occurs 

between Re=60 and 80. The effect of the Reynolds number on heat transfer is discussed. Finally, a 

developed correlation of Nusselt and Strouhal numbers is presented. 

Keywords: Forced convection, semi-circular cylinder, Nusselt number, Prandtl number 
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Abstract—  

Background: The most challenging mutation of the oncokinase BCR-ABL protein T315I, which is commonly known as the 

“gatekeeper” mutation and is notorious for its strong resistance to almost all tyrosine kinase inhibitors (TKIs), especially 

imatinib. Therefore, this study aims to identify T315I-dependent downstream microRNA (miRNA) pathways associated with 

drug resistance in chronic myeloid leukemia (CML) for prognostic and therapeutic purposes.  

Methods: T315I-carrying K562 cell clones (K562-T315I) were generated by CRISPR-Cas9 system. Imatinib-treated K562-

T315I cells were subjected to small RNA library preparation and next generation sequencing. Putative lncRNA-miRNA-

mRNA networks were analyzed with (i) DESeq2 to extract differentially expressed miRNAs, using Padj value of 0.05 as cut-

off, (ii) STarMir to obtain potential miRNA response element (MRE) binding sites of selected miRNAs on lncRNA H19, (iii) 

miRDB, miRTarbase, and TargetScan to predict mRNA targets of selected miRNAs, (iv) IntaRNA to obtain putative 

interactions between H19 and the predicted mRNAs, (v) Cytoscape to visualize putative networks, and (vi) several pathway 

analysis platforms – Enrichr, PANTHER and ShinyGO for pathway enrichment analysis. Moreover, mitochondria isolation 

and transcript quantification were adopted to determine the new mechanism involved in T315I-mediated resistance of CML 

treatment. 

Results: Verification of the CRISPR-mediated mutagenesis with digital droplet PCR detected the mutation abundance of ≥

80%. Further validation showed viability of ≥90% by cell viability assay, and intense phosphorylated CRKL protein band 

being detected with no observable change for BCR-ABL and c-ABL protein expressions by Western blot. As reported by 

several investigations into hematological malignancies, we determined a 7-fold increase of H19 expression in K562-T315I 

cells. After imatinib treatment, a 9-fold increment was observed. DESeq2 revealed 171 miRNAs were differentially expressed 

K562-T315I, 112 out of these miRNAs were identified to have MRE binding regions on H19, and 26 out of the 112 miRNAs 

were significantly downregulated. Adopting the seed-sequence analysis of these identified miRNAs, we obtained 167 mRNAs. 

6 hub miRNAs (hsa-let-7b-5p, hsa-let-7e-5p, hsa-miR-125a-5p, hsa-miR-129-5p, and hsa-miR-372-3p) and 25 predicted genes 

were identified after constructing hub miRNA-target gene network. These targets demonstrated putative interactions with H19 

lncRNA and were mostly enriched in pathways related to cell proliferation, senescence, gene silencing, and pluripotency of 

stem cells. Further experimental findings have also shown the up-regulation of mitochondrial transcript and lncRNA MALAT1 

contributing to the lncRNA-miRNA-mRNA networks induced by BCR-ABL T315I mutation.  

Conclusions: Our results have indicated that lncRNA-miRNA regulators play a crucial role not only in leukemogenesis, but 

also in drug resistance, considering the significant dysregulation and interactions in K562-T315I cell model generated by 

CRISPR-Cas9. In silico analysis has further showed that lncRNAs H19 and MALAT1 bear several miRNA complementary 

sites. This implies that they could serve as a sponge, hence sequestering the activity of the target miRNAs. 

Keywords: chronic myeloid leukemia, imatinib resistance, lncRNA-miRNA-mRNA, T315I mutation 
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Abstract: Dual biometrics is a subpart of multimodal biometrics, which refers to the use of a variety of modalities to identify and 

authenticate persons rather than just one. We limit the risks of mistakes by mixing several modals, and hackers have a tiny possibility of 

collecting information. Our goal is to collect the precise characteristics of iris and palmprint, produce a fusion of both methodologies, 

and ensure that authentication is only successful when the biometrics match a particular user. After combining different modalities, we 

created an effective strategy with a mean DI and EER of 2.41 and 5.21, respectively. A biometric system has been proposed. 

 

Index terms: Multimodal, fusion, palmprint, Iris,EER,DI

 
 

 

 

1. INTRODUCTION 

 

Biometrics with a single mode recognition 

faces several issues such as data noise, results 

fluctuation, limited degrees of freedom, and 

high mistake rates because single biometrics 

are used,. The purpose of multiple biometric 

identification systems is to solve these 

issues.We believe that the biometric system is 

preferable to traditional ways since it is more 

precise, personalised, and harder to produce. We 

are aware that using this method limits 

performance. When it comes to biometrics, we 

have to be extremely careful. For this model, we 

selected two of the most popular but most secure 

and recognisable modalities: palmprint and iris. 

Palmprint identification was done using a minutiae-

based feature extraction methodology, while iris 

identification was done using an old but effective 

method called Daugman Algorithm fusion.Both 

features are retrieved from the modalities first, and 

then a single feature is formed (or both features are 

blended into one) before making the final 

judgement.  

 

We claim that when compared to alternative fusion 

approaches such as score level fusion or decision 

level fusion, the primary drawback is that 

information loss is substantially higher due to the 

translation of one-dimensional data into a single 

match score. Our feature level fusion, on the other 

hand, combines characteristics that contain more 

decisive and unique information. Cancellable 

Biometrics solution is more secure and protects 

modalities against assaults such as dictionary 

attacks and brute force attacks. 

It's a method of preserving the user's originality 

by creating phoney biometric IDs in one or both 

directions. Using a user-specific key data set or 

a transformation function. 

The canonical correlation analysis is used to 
combine these characteristics (CCA). We 
separate the vectors into two categories. The 

correlating criterion function and its canonical 

correlation characteristics are then introduced.. 

2. Related Work 

For this particular part , we would perform a 

grasp of how things function in order to point 
out the differences in process More than one 
biometric approach has been thoroughly 
examined in order to provide reliable results.. 

   Score level fusion, we may say, is an 

excellent choice for multi-modal biometrics 

since it is simple to integrate match scores. 

In that vein, we've suggested quality score 

fusion models with weights and confidence 

factors. Recently, researchers used the Back-

track Search Optimization Algorithm to fuse 

the iris and palmprint.. 

   Despite the fact that score level fusion is far 

more difficult than score fusion, it is more 

theoretically investigated due to its lower 

flexibility than match scores. The 

inconsistency in type and size of separate 

feature sets causes problems with feature 
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level fusion.. 

 

In fusions for eye and palm modalities 

were recently done without using a single feature 

vector.. 
Individual features are extracted using local 

texture descriptors such as LBP, and a single 
feature template is generated as a result. In order to 

build a homogenous biometric vector, a log-Gabor 
based filter was utilised to encode palm and eye 
characteristics. The bulk of multimodal biometric 
fusion approaches employ linear fusion methods, 

which are ineffective for fusing data from many 
modalities.. 

Aside from the performance, the biometric 

system's privacy is protected. The majority of 

extant biometrics systems employ one of two 

methods: bio-hashing or non-invertible 

transformation. The bio-hashing approach is 

similar to password-salting in that it modifies the 

primary biometrics templates using a pin or a 

password.. 

 

 

 

Fig. (1) Diagram of the our biometric approach.

3. PROPOSED METHODOLOGY 

 

  We have proposed a multi-modal biometrics 

system that generates crucial pictures-based 

characteristics and combines them with 

feature fusion utilising Canonical correlation 

analysis. The technology is used to do 

recognition based on biometric traits such as 

palm and eyes. 

  The CCA fusions strategy is an useful 

method for extracting information from 

numerous biometrics while also ensuring the 

security of our system. We select the eyes 

and palms as authentication methods since 

they are the most prevalent and may be 

utilised for biometric authentication. Figure 

1 depicts the architecture of the same 

framework. 

. 

 

A. Feature Extraction 

For eye extraction, we employ a multi-modal 

feature, and for palm-print extraction, we use two 

feature-extraction approaches, primarily the 

daugman algorithm and minutiae-based 

extraction.In this procedure, specific modalities 

are extracted. 
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(a) Keys are analysed in the iris and palmprint 

modalities, then sent through a modified 

CCA feature fusion model to yield 

multimodal features. 

 

Eyes, a crucial biometrics strategy that relies on 

high-level recognition. Iris is a one-of-a-kind 

piece of information. The Daug-man algorithms 

are used by several eye recognition systems. 

Using the Integro Differential Daugman Operator, 

locate the iris and eyelids.. 

 

 

 

For finding the iris and pupil areas, as well as the 

eyelids, Daugman employs an intregro 

differencial operator. The operator is defined as 

 

 

���(�,��,	�) ��(�) ∗ �
��  ∮  �((�,	)

��� )���       (1) 

 

 

where I(x, y) is the ocular image, r is the search 

radius, G(r) is the Gaussian smoothing 

function, and s is the circle shape defined by r, 

x0, y0. This work converts a cartesian eye 

picture into a size-invariant, normalised, and 

non concentric polar system Ii(x,y) Ii(r,), 

where x and y are calculated as follows: 

 

     x = (1 − r)(xp(θ)) + rxi(θ) 

y = (1 − r)(yp(θ)) + 

ryi(θ)    

 

The search from the pupil is strated by 

the algorithm to determine the greatest 

changing pixel value, where I(x,y) 

represents the eye picture. (particular 

derivative) 

 
 

 

Fig(2).eye showing segment 

 
The Hough-Transform is a fundamental system 

visioning technique for determining the 

parameters of a given object.. 
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i i
 

 

 

 

The radii and centres coordinates of the ocular 

area are calculated using the circular Hough 

transform.. 

 

              (x − x )2 + (y − y )2 + r 2          

(2) 
 

The hamming-distance may be used to determine 

how similar two bits are. We may see if bit-patterns 

are from the same or distinct iris or eyes by using 

hamming -distance. 

 

The Hamming Distance may be defined as the total 

of two disagreeing bits when comparing bit 

patterns like X and Y. 

     �� =  �
� ∑����  �( !")#�              

(3)      

 

The misalignments in the normalised iris pattern 

produced by rotational variations during imaging 

were rectified using DAUGMAN. As a result, we 

get Ii Qi, Khi for the normalised iris area.. 

 

 The pre-processing of the palm-print picture to 

increase its quality and the extraction of its 

signature are two crucial aspects of the palmprint 

identification algorithm. 

One of the most crucial phases of the algorithm 

is pre-processing. We claim it allows us to 

improve the image in order to make the work 

easier in the next stage and to optimise the image 

processing.       

  

 
Fig(3).  Different pre-processing phases 

 

 

 

 

 

 

   Figure 1 depicts the various pre-processing 

stages (3). 

   The technique shown in the following picture 

was used to extract biometric data (the biometric 

data about the palmprint are the minutiae). 

Normalization is utilised for standard intensity 

values in the provided picture. 

 

●    Averaging 

 

     � = �
$∗% ∑$&�'�� ∑%&���� �((, ))                 

(4) 

  I I j) is the pixel value I j), M is the image's 

average value, and m, n are the image's 

dimensions.. 

 

 

● Variance Calculation 

 

     * = �
$∗% ∑$&�'�� ∑%&���� (�((, )) −

�)�      (5) 

 

                V is the variance of the image. 

For eliminating the image's edge, we employ 
segmentation. We do this by calculating the 
grey area variance. And we divide our image 
into two sub-blocks (W w) of different sizes, 
with the variance determined for each block 
using the formula (2) . 

 
The method we're employing is the Crossing-
Number method (CN). It's a straightforward 
procedure. Using a connection of 8 neighbours 
(window 3 3) the minutiae are inspected for the 
pixels in the picture of the palmprint. 
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,-(.)  =  �
� ∑/'�� |.' − .'&�|      where P8=P0  .' ∈{0, 1} 

 

We can accomplish feature fusion between two 

modalities by comparing the two Signatures, 

which is stored in the Signature vector. Now we'll 

go on to the next stage, which is feature 

unification. 

    
   B.  Feature Unification 

We produce a single feature vector using this 

feature fusion approach, which is a combination 

of the two features or feature vectors provided by 

the user. This method is more efficient and 

discriminatory than previous methods. CCA 

FUSE uses a Canonical Correlation Analysis 

(CCA) based approach for feature level fusion. 

Then it receives training and test data from the 

modalities X and Y. 

 

2 =  3 456(�)
456(	,�)

456(�,	)
456(	) 7 = 89::9:;

9;:9 <       (6) 

 

and combine these into a single feature 

package. CCA generates a single feature 

based on the interdependence of the dual 

vector used as input (Canonical Correlation 

Analysis). 

This interdependence between two vectors was 

created using statistical approaches . 

 

3.2 Combination of Features CCA is a non-profit 

organisation that aims to (Canonical Correlation 

Analysis) We get a single feature vector from the 

user's input, which is a combination of the two 

features or feature vectors. This approach is much 

more efficient and discriminating than previous 

methods. 

The most often used approach for analysing the 

relationships between two pairs of variables is CCA 

(Canonical Correlation Analysis). 

.  ∈  "=∗$ and # ∈  ">∗$ 275 These are a pair or 

set of two matrices that each have n number of 

training features and feature vectors derived from 

two separate modalities. Let's imagine there are n 

samples for each of the (p+q) traits that are being 

considered. 

 

However, determining the relationship or 

connection between these two sets of feature vectors 

from this matrix is difficult due to the fact that the 

correlation between both sets of characteristics may 

not follow a consistent pattern (Krzanowski, 1988) . 

   Canonical Correlation Analysis aims to find the 

linear combinations Y*=WTy Y and X*=WTX X 

that improve the pair-wise linkages between the two 

data sets: 

 

?@��( ∗, #∗) = ?@A( ∗, #∗), where  

 

?@��( ∗, #∗ ) =  BC2�	B	 , 

A��( ∗) = BC�2��B�  and 

A��(#∗) = BC	2		B	 , 
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Augmentation is accomplished using Lagrange 

multipliers, which maximise the covariance between 

Y* and X* under the constraints 

varX*=varY*285=1. Then we solve the eigen value 

equations, and the matrices that result are referred to 

as Transformation Matrices Wx and Wy, 

respectively. 

2&��� 2�	 2&�		  2	�  B� =∧  2B� 

2&�		 2	� 2&���  2�	  B	 =∧  2B	         (7) 

 

The eigenvectors are 'Wy' and 'Wx,' and the 

squares of the canonical correlations or diagonal 

matrix of eigenvalues is 2. 

 � = ��FG(2�	) H I(F(F, J, K)           (8) 

This equation is used to extract the number of non-

zero eigen values. Sxx Rp*p and Syy Rq*q are the 

covariance (within-set) matrices of X and Y, 

respectively, while Sxy Rp*q is the covariance 

(between-sets) matrix (accounting for Syx=STxy). 

S, the all-inclusive matrix (p+q)*(p+q) covariance 

matrix, stores or accommodates all information on 

interrelationships or linkages. 

 

organized in diminishing direction, λ1 ≥ λ1 ≥ ... 

≥ λd. ‘B	’ and ‘B�’ are transformation matrices 

including sorted or ordered eigen vectors akin to or 

equivalent to nonzero eigen values? The canonical 

variates Y, X R nd 290 have been recognised. 

The Transformed Data, which is essentially a 

sample of the covariance matrix in Eq. (6), will take 

the form given below. 

: 

 

 

 

 

The variates (canonical) exhibit nonzero 

connectivity or correlation solitary on their 

conforming indices, as seen in the matrix above.  

The matrices with zeros elsewhere and ones on 

the main diagonal in the bottom right and upper 

left corners show that the variates (canonical) 

are not interrelated or associated inside each 

data-set. According to (Sun et al., 2005), feature 

fusion or fusion at the feature level is also done 

by summing or concatenation of the updated 

feature vector.. 

L� = 3M∗
N∗7 = 8 OP:M

OP ;N<                             (9) 

L� =  ∗ Q #∗ = BC� = 3O:
OR7C 3M

N7   (10) 

The C.C.D.Fs are Z2 and Z1, respectively 

(Canonical Correlation Discriminant Features).
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4.   EXPERIMENTAL  

RESULTS AND DISCUSSIONS 

 
Experimentation on yardstick or benchmark 

datasets is used to evaluate the expected or 

suggested multimodal biometric system, and the 

outcomes/results are compared to state-of-the-art 

approaches. Experimental Validation and its 

specifics are described further down. 

 
The following are the specifics of the experiment 

validation: CASIA Iris-V1 (CASIA Iris Image 

Database Version 1.0) and MMU2 [38]. 

A.Experimental Design and Database CASIA Iris-

V1 (CASIA Iris Image Database Version 1.0) and 

MMU2 [38]. These are the two benchmarks or 

datasets on which Experiment is run. This is a 

collection of two iris datasets.. 

• CASIA is the acronym for CASIA Iris Image 

Database Version 1.0 (CASIA Iris V1 i.e. CASIA 

Iris Image Database Version 1.0). This dataset 

contains 756 iris pictures acquired from 108 eyes. 

Images are then saved or stored in bitmap format, 

i.e. BMP, with a resolution of 320*280 pixels. 

Then our Database DB – 1 is assembled or 

produced manually after the selection of 1000 

photographs from 200 individuals, each of which 

contains 5 images of the left side of the eye. 

Currently, three photos are used in the model's 

training, with the other two stored elsewhere. For 

the model, two photographs are utilised or are 

being used as Test Images. These three 

photographs were chosen at random as training 

images and the other two as test images. 

 Database of palmprints Palmprint is utilised as 

our modality or palmprint datasets, and one of our 

datasets was used for Palmprint., 

CASIA-PalmprintV5 (or CASIA Palmprint-

Image with Database-Version 5) is a collection 

of two thousand palmprint pictures from fifty 

different participants. Volunteers supplied five 

photographs of each palm, resulting in a total 

of 40 images of volunteer palmprints. A total 

of eight palms . 

 

 

 

 

 

The images of all the palmprints in the 

collection are BMP files with an 8-bit grey 

level. 

The photos have a resolution of 328*356 

pixels. Currently, three photos are used in the 

model's training, with the other two stored 

elsewhere. Two photographs have been used or 

are being used as Test Images. 

Biometrix has released another database, DB-2, 

which has 600 palmprint pictures. There are 120 

palms in all, with five photos of each palm. All of 

the palmprint images in the collection are in BMP 

format with an 8-bit grey level. The photos have a 

resolution of 328*356 pixels. Currently, three 

photos are used in the model's training, with the 

other two stored elsewhere. Two photographs have 

been used or are being used as Test Images. 

The training and testing were done with MATLAB 

2016 and an NVIDIA GTX 1650 with 12GB RAM. 

To get our final result, we average out the results 

that we show in the output. 

 
B. Performance Metrics 

 
The first is EER, which stands for equal error rate, 

and the second is DI, which stands for decidibility 

index, which is used to measure the effectiveness of 

our model. 

To measure the effectiveness of our biometric 

system, we are comparing two of the most efficient 

fusion approaches, which we have taken utilising 

two rates, FMR (false match rate) and FNMR (false 

non-match rate), as well as the FAR (false 

acceptance rate). 

We have taken into consideration EER, which 

stands for Equal Error Rate, as previously stated. 

.It's the error rate at which our calculated FAR 

crosses FRR, implying that it's equal to that. Also, 

as previously indicated, the decidability index (DI) 

plays a significant part in determining the efficiency 

of our approach. 
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DI is used to determine the separation or distance 

between the original and duplicate distributions. DI 

is calculated as follows: 

 

�� = ST&SU
VWXTYXTZ/�

                          (11) 

 

The mean and standard deviation of the original 

and duplicate score distributions are g and im, 

respectively. We may also find the IP, which 

stands for identity performance, by utilizing the 

RI, which stands for Recognition index. The 

highest values of each topic are used to calculate 

it. Furthermore, two curves, CMC and DET, have 

been drawn to highlight the relationship between 

FRR and FAR. 

 

C. Quantitative Analysis 

We have taken different extraction methods to 

compare with our proposed one and compare the 

DI and EER respectively, and we have also 

compared our fusion methods with old traditional 

methods. After finding performance metrics, we 

have to proceed to quantitative analysis of our 

multimodal system so that we can easily find how 

well our model is performing. Below is a detailed 

study and comparison.. 

 
1) Comparison of Different Feature Extraction 

Methods 

To compare the data and assess our efficiency, we 

used LBP and Gabor, which are two older and less 

efficient approaches that give us an indication of 

the efficiency of numerous feature extraction 

methods. 

As previously said, we have taken two modalities, 

namely iris and palmprint, and created a table with 

them. 

  

 

 

 

 

 

 

 

 

the results which can 

be found below,We can see that our proposed 

fWe have taken two distinct databases for both 

modalities and done feature fusion on them for 

better understanding and comparison. We have 

also taken two different databases for both 

modalities and performed feature fusion on 

them for better understanding and comparison. 

2) Comparison of Fusion Methods 

We must now compare fusion strategies to other 

approaches. We are comparing the proposed fusion 

method to traditional GABOR and LBP fusion 

methods, in which individual features are extracted 

first using iris and palmprint based feature extraction 

methods, and then fusion is performed using CCA 

based fusion methods. The results show that CCA 

based fusion outperforms traditional methods by a 

significant margin. 

PRIVACY ANALYSIS 

Our fusion approach has concentrated on many 

such factors as non-invertibility, repeatability, 

unlikability, and revocability, guaranteeing that 

user data is safe and secure. 

A. Non Invertibility 

It protects biometric data against an assault on the 

template, and in the worst-case scenario, both the 

template and the matrix are available to the attacker. 

 

B. Revocability 

It guarantees that templates aren't connected to one 

another or have been used by the same user before. 

To distinguish the new templates from the old ones, 

we use separate keys for both the original and new 

templates. 
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Table 1. Individual biometric comparison based on different Fusion Algorithms 

 

TABLE (I) 
 

Various feature extraction algorithms comparison for Palmprint 

 DB-1 DB-2 

architecture DI EER DI EER 

LBP 1.69 ± 0.07 22.29 ± 0.32 1.22 ± 0.05 21.79 ± 0.43 

Gabor 1.6 ± 0.32 20.32 ± 0.50 1.27 ± 0.36 23.89 ± 0.29 

proposed Daugman 5.36 ± 0.31 3.94 ± 0.60 4.72 ± 0.28 3.27 ± 0.37 

 

TABLE (II) 
 

Various feature extraction algorithms comparison for Iris 
 

 DB-1 DB-2 

architecture DI EER DI EER 

LBP 3.11 ± 0.68 14.13 ± 0.21 2.55 ± 0.05 19.31 ± 0.32 

Gabor 3.21 ± 0.11 9.21 ± 0.28 3.42 ± 0.09 24.38 ± 0.40 

proposed Daugman 7.28 ± 0.41 4.95 ± 0.37 6.65 ± 0.43 4.16 ± 0.51 
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Table 3. Results for various Fusion Methods  
 

 

 

 DB-1 DB-2 

Architecture DI EER DI EER 

Gabor 4.12 ± 0.20 13.2 ± 0.49 2.91 ± 0.26 16.1 ± 1.28 

LBP 3.22 ± 0.34 12.96 ± 0.56 2.32 ± 0.19 13.1 ± 0.71 

proposed CCA 2.47 ± 0.83 6.05 ± 0.02 2.23 ± 0.69 5.19 ± 0.08 

 

  SECURITY ANALYSIS 

 

A . Unlinkability 

It assures that all templates created are 

unlinkable, even if they use different keys, 

adding a layer of protection to templates used in 
various databases. 

 

B. Attacks via Record Multiplicity 

We are preventing arm assaults in the 

proposed fusion by reshuffling intensity 
values across the neighborhood to prevent 
these attacks, which means the hacker 
obtains knowledge about different templated 

with their parameters to construct the 
original template. 

 

C . Brute Force Attack 

It implies that the hacker is ignorant of the 

biometric template that we use, so they try a 
variety of combinations to match the 
template, but we use such high accuracy in 

our process that these kind of assaults are 
extremely difficult to carry out. 

 

D. Dictionary Attack 

 

The hacker has some understanding of the 

template and while they may not have tried 

every potential combination, they are 
familiar with the transformation method. 
 

,Now, a significantly smaller number is 
required. They attack the database using a 
threshold-based approach. 

 

CONCLUSION 

We're going to use two separate modalities in 

this strategy and then fusing them together. 

We're utilising two of the most frequent 

modalities, iris and palmprint, and we're using a 

daugman and minutae-based extraction 

approach to locate relevant features so that we 

can execute a feature fusion on both of them. 

We're fusing using a CCA-based fusion 
approach, and we've calculated EER and DI for 
both modalities and our fusion method. For 
better results, we utilised two databases. We've 

also considered the privacy and security 
implications of our project, such as brute force 
assaults and dictionary attacks, among other 
things. Our EER for fusion is 6.05, and our DI 
is 2.4, which is significantly better than 

previous fusion approaches. 
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Abstract— Anti-retroviral therapy (ART) for HIV patient can 

cause a deficiency in glucose metabolism by promoting insulin 

resistance, glucose intolerance, and diabetes, diabetes mellitus keep 

increasing among HIV-infected patients worldwide but there is 

limited data on levels of blood glucose and its relationship with 

antiretroviral drugs (ARVs) and HIV-infection worldwide, 

particularly in Rwanda. A convenient sampling strategy was used in 

this study and it involved 323 HIV patients (n=323). Patients who 

are HIV positive under ARVs were involved in this study. The 

patient’s blood glucose was analyzed using an automated machine 

or glucometer (COBAS C 311). Data were analyzed using Microsoft 

Excel and SPSS V. 20.0 and presented in percentages. The highest 

diabetes mellitus prevalence was 93.33 % in people aged >40 years 

while the lowest diabetes mellitus prevalence was 6.67% in people 

aged between 21-and 40 years. The P-value was (0.021). Thus, there 

is a significant association between age and diabetes occurrence. 

The highest diabetes mellitus prevalence was 28.2% in patients 

under ART treatment for more than 10 years, 16.7% were <5years 

while 20% of patients were on ART treatment between 5-10 years. 

The P-value here is (0.03), thus the incidence of diabetes is 

associated with long-term ART use in HIV-infected patients. This 

study assessed the prevalence of diabetes among HIV-infected 

patients under ARVs attending the University Teaching Hospital of 

Butare (CHUB), it shows that the prevalence of diabetes is high in 

HIV-infected patients under ARTs. This study found no significant 

relationship between gender and diabetes mellitus growth. 

Therefore, regular assessment of diabetes mellitus especially among 

HIV-infected patients under ARVs is highly recommended to 

control other health issues caused by diabetes mellitus. 

 

Keywords— anti-retroviral, diabetes mellitus, antiretroviral 

therapy, human immune deficiency virus. 
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Abstract— Acts of terror perpetrated either by state or non-state 

actors are considered a social ill and impugn on the collective well-

being of the society. As such, there is the need for social reparations, 

which is meant to ensure the healing of the social wounds resulting 

from the atrocities committed by errant individuals under different 

guises. In order to ensure social closure and effectively repair the 

damages done by anomic behaviors, society must ensure that justice 

is served and those whose rights and privileges have been denied 

and battered are given the necessary succour they deserve. With 

regards to the ongoing terrorism in the Northeast, the moves to 

rehabilitate and reintegrate Boko Haram members have commenced 

with the establishment of Operation Safe Corridor,1 and a proposed 

bill for the establishment of “National Agency for the Education, 

Rehabilitation, De-radicalisation and Integration of Repentant 

Insurgents in Nigeria”2. All of which Nigerians have expressed 

mixed feelings about. Some argue that the endeavor is lacking in 

ethical decency and justice and totally insults human reasoning. 

Terrorism and counterterrorism in Nigeria have been enmeshed in 

gross human rights violations both by the military and the terrorists, 

and this raises the concern of Nigeria’s ability to fairly and 

justiciably implement the deradicalization and reintegration efforts. 

On the other hand, there is the challenge of the community dwellers 

that are victims of terrorism and counterterrorism and their ability to 

forgive and welcome back their immediate-past tormentors even 

with the slightest sense of injustice in the process of terrorists 

reintegration and rehabilitation. With such efforts implemented in 

other climes, the Nigeria’s case poses a unique challenge and 

commands keen interests by stakeholders and the international 

community due to the aforementioned reasons. It is therefore 

pertinent to assess the communities’ level of involvement in the 

cycle of reintegration- hence, the objective of this paper. 

Methodologically as a part of my larger PhD thesis, this study 

intends to explore the three different local governments (Michika in 

Adamawa, Chibok in Borno, and Yunusari in Yobe), all based on 

the intensity of terrorists attacks. Twenty five in-depth interview will 

be conducted in the study locations above featuring religious 

leaders, Community (traditional) leaders, Internally displaced 

persons, CSOs management officials, and ex-Boko Haram 

insurgents who have been reintegrated. The data that will be 

generated from field work will be analyzed using the Nvivo-12 

software package, which will help to code and create themes based 

on the study objectives. Furthermore, the data will be content-

analyzed, employing verbatim quotations where necessary. 

Ethically, the study will take into consideration the basic ethical 

principles for research of this nature. It will strictly adhere to the 

principle of voluntary participation, anonymity, and confidentiality. 

 

Keywords— boko haram, reintegration, rehabilitation, 

terrorism, victimology. 
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Abstract— Action Research (AR) plays an important role in 

improving the problematical situation. It is a process that enhances 

thinking and practise and bridges the gap between abstract and 

concrete thinking. Nowadays, AR as a methodology is wildly used 

to implement projects based on understanding the needs of owners, 

considering the organizational culture, meeting the requirements, 

encouraging partnership, representing different viewpoints, and 

building the project. This research describes the whole processes of 

digitizing Post-graduate theses and all articles published in 6 

Journals at Sultan Qaboos University. AR implemented to respond 

to the university needs to enhance accessibilities to its information 

resources and make them available through the national repository. 

In order to prepare the action plan, the library administration met to 

discuss several points related to the proposed project, the most 

important of which are: 

• Providing digitalization devices. 

• Locating a specific part of the Library as a Digitization Unit. 

• Choosing a team. 

• Defining tasks. 

• Implementing the proposed project and evaluating the whole 

processes. 

 

Keywords— action research, digitization, Theses, Journal 

articles, open access, Oman. 
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Abstract— One of the problems with a post-structuralist account 

of agency is that it appears to reject the freedom of an acting subject, 

thus seeming to deny the very phenomenon of agency. However, this 

is only a problem if we think that human beings can be agents 

exclusively in terms of being subjects, that is, if we think agency 

subjectively. Indeed, we tend to understand traditional theories of 

human freedom (e.g., Plato’s or Kant’s) in terms of a peculiar ability 

of the subject. The paper suggests to de-subjectivize agency with the 

help of Heidegger’s later thought. To do it, ir argues that classical 

theories of agency may indeed be interpreted as subject-oriented 

(sometimes even by their authors), but do not have to be read as 

such. Namely, the claim is that what makes agency what it is, what 

is essential in agency, is not its belonginess to a subject, but its 

ontological configuration. We may say that agency “happens,” and 

that there is a very specific ontological characteristics to this 

happening. The argument of the paper is that we can find these 

characteristic in the classical accounts of agency and that these 

characteristics are sufficient to distinguish human freedom from 

other natural phenomena. In particular, it offers to think agency not 

as one of human characteristics,  but as an ontological event in which 

human beings take part. Namely, agency is a (non-human) 

characteristic of the different modes in which the experienceable 

existence of beings is determined by Being. To be an agent then is 

to participate in such ontological determination. What enables this 

participation is the ways human beings non-thematically understand 

the ontological difference. For example, for Plato, one acts freely 

only if one is led by an idea of the good, while for Kant the 

imperative for free action is categorial. The agency of an agent is 

thus dependent on the differentiation between ideas/categories and 

beings met in experience – one is “free” from contingent sensibility 

in terms of what is different from it ontologically. In this light, 

modern dependence on subjectivity is evident in the fact that the 

ontological difference is thought as belonging to one’s thinking, 

consciousness etc. That is, it is taken subjectively. A non-subjective 

account of agency, on the other hand, requires thinking this 

difference as belonging to Being itself, and thinking human beings 

as a medium within which occurs the non-human force of 

ontological differentiation. 

 

Keywords— Heidegger, freedom, agency, poststructuralism. 
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ABSTRACT 

Malaysian society is a multi -religious and multi -cultural society that makes this country often emulated 

by the international community. The current situation of the development of Islamic da'wah is a 

phenomenon that shows the increase in the number of Muslims proves that Islam has become a universal 

religion, and people are beginning to recognize and accept the truth of Islam. Even so, the issues related 

to converts have never been resolved as it is a difficult matter to deal with. Despite that, the phenomenon 

of mualaf returning to their former religion had concerned the authorities as reported by newspapers 

and social media. In general, this study is conducted to deepen and describe the issues and challenges 

of the Mualafs which are said to be increasingly complex among the Malaysian community. This study 

is to identify the causes of converts returning to the previous religion based on cases of apostasy that 

occurred in Malaysia. This qualitative document analysis technique uses secondary data in attaining the 

information related to the study. The findings of the study indicate that the main factor for most converts 

to accept Islam is through marriage, the encouragement of friends and some research done by them. 

However, Mualafs who face challenges and problems in life will usually lead them to negligence and 

indifference to the teachings of Islam. Thus, the issues and challenges of Mualaf, namely the lack of 

iman (‘aqidah) in Islam, insufficient knowledge of Islam, lack of religious commitment, failure in 

marriage and biological family problems. On the other hand, this study will assist the preacher 

and da’wah institution to comprehend more about issues related to mualaf and suggest a more practical 

method of da’wah for them. By that, mualaf would be able to endure the urge to commit murtad after 

facing the hardships in their life, and then the murtad cases in Malaysia simultaneously could be put to 

an end. 

Keywords: Mualaf, Murtad (apostasy), Murtad case, Faith (‘aqidah), Da’wah 
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Sub-Field: Islamic Studies/Da’wah 

 

INTRODUCTION 

A person who has just converted to Islam from a previous religion is known as a ‘Mualaf’. The use of 

the term ‘Mualaf’ has become commonplace in society. There are also 'Mualafs' who are more 

comfortable being called 'new brothers' or 'Muslim brothers'. They felt the call was more friendly and 

did not indicate too much distance between fellow believers. However, there are a number of Mualaf 

who face economic problems, do not get a perfect Islamic education and lack of involvement in religious 

classes and get the perfect guidance can lead to not practicing the teachings of Islam in their lives. These 

people who end up easily stuck with the problem of returning to the original religion or called 'murtad'. 

In Arabic, murtad comes from the word riddah. In terms of language, riddah means the return of 

something otherwise (al-Razi, n.d, p.101). In Islamic (syarak) terms, murtad is defined as renounce 

Islam and return to disbelief (kufur) and detach themselves from Islam (al-Husni, 2016, p.637). 

According to Kamus Dewan Edisi Keempat, murtad means a person who turned away from Islam, 

whether through act or word, or intention; they are in disbelief (kufur), rebellious and unfaithful towards 

Allah SWT (The Almighty). 

In Islam, murtad (apostasy) is categorized as a crime and it is clearly stated in the Qur’an surah al-

Baqarah, verse 217, which says, 

“…while whoever of you turns away from his faith and dies an infidel, such people are those 

whose deeds will go to waste in this world and the Hereafter, and they are people of the Fire. 

They shall be there forever” (translated by Mufti Taqi Usmani). 

 

Based on the rough translation above, Muslims must avoid apostasy at all costs. It is because apostasy 

falls in the most extreme category of sin that will not be forgiven by God (Allah SWT). 

 

Mualaf and current issues 

In Malaysia, when there is an apostasy issue amongst Muslims, they go to the Shariah Court to apply 

the declaration of apostasy and each state will has different laws to deal with the issue. This is because 

the laws related to religion or syariah included murtad (apostasy) will be discussed at state government 

(Suariza, Raudah & Yusmini, 2018). Despite that, the phenomenon of Muslims had applied to leave 

Islam especially mualaf apparently because of various factors that forced the authorities to deal with 

this issue regularly.  

Malaysiakini (2011) notified that Mufti of Selangor, Datuk Tamyes Abdul Wahid stated many mualaf 

had applied to leave Islam after conversion. He mentioned some of them convert to Islam only to get 

married but then the failure of the marriage caused them to return to their former religion. He also 
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pointed out the role of parents or society in guiding mualaf in order for them commit to Islamic 

teachings. Besides, Suariza, et al., (2018) stated in their study based on the statistic given by the 

department of prime minister, Shariah Court had received 863 cases from the year 2000 until 2010 to 

change the religion and mostly the application comes from mualaf. They pointed out the problem that 

caused mualaf to commit murtad is because of challenges and sacrifices faced by them are coming from 

their family or the surrounding community. 

In the meantime, da’wah in a plural society is not easy since it involves physical, mental and emotional. 

Nowadays, there are numerous activities and programs in helping mualaf to motivate them with the aim 

they would stay committed with religious commitment. However, issues related to mualaf are still 

problematic and in need of efficient solutions. The fact proved by Noreha, Asmawati & Fathiyah (2019) 

stressed in their study about the inconsistency of da’wah activities to mualaf. They stated the various 

programs conducted by different organizations indirectly leading mualaf in confusion to learn about 

Islam also, the unorganized management of mualaf still existed. In such a way, mualaf need continuous 

assistance and guidance to strengthen their understanding and belief in Islam. Casmini (2020), stated in 

her study, mualaf had to adapt to their new religion since they had to experience in shifting of their 

identity, values, and behaviour that affects their social life. So, they would face numerous difficulties 

along the journey of seeking their new religious identity after converting to Islam. 

Furthermore, Fatimah, Nadhirah, Khatijah, and Hajar (2018), mentioned in their study that new life 

after conversion demanded mualaf to abide by Islamic rules and regulations, a commitment to practice 

Islamic values and build strong faith in Islam. They need to face all problems and difficulties in their 

life with patience and persistence, either internal or external factors. Moreover, the challenge of 

understanding Islam as a religion had left mualaf with no choice but to seek nonstop guidance from 

others until there is an ease in getting through their religious identity simultaneously have resilience in 

facing new hardships after being a Muslim. 

Thus, this study emphasizes mualaf as a complex issue that has never ending-problems and is in dire 

need of a more practical approach to deliver da’wah. It is mainly related to the need for them to have 

strong and steady faith (‘aqidah) in Islam. Researcher wants to seek the reasons that caused mualaf to 

return to their former religion and shortcoming the effort taken by the authorities in dealing with this 

issue. It will leave a significant impact on the implementation of da’wah in Malaysia especially involved 

with mualaf. Therefore, the objective of this study is to identify the reasons that caused mualaf to return 

to their former religion after converting to Islam based on the murtad cases that happened in Malaysia. 
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Mualaf is the most important asset in da’wah Islamiyyah because they are the person who is tamed their 

heart to receive a guide (nur) from Allah SWT to embrace Islam as their new religion. Nonetheless, the 

murtad cases happened among them are not an exceptional situation since they had to experience 

shifting between different culture and way of life from their previous religion. The preparation to 

survive all of the difficulties in life after converting to Islam is essential in order to fulfil the religious 

commitment in case, they lost their faith in Islam. 

Titian and Rudi (2015) stated in their study there are five dimensions in conceptual of religious 

commitment which are: knowledge, belief, practice, experience and consequence. They believe those 

five dimensions can identify the level of commitment of mualaf towards religious teaching. This is 

because without commitment towards their religion, it will be difficult for them to do well with their 

religious life. Therefore, to fulfil the expectation towards the religion, mualaf should learn a lot to master 

Islamic teaching. Consequently, mualaf would be put at ease and genuinely practicing the religious 

teaching and at the same time, they would stay to have faith in Islam. 

Nevertheless, the murtad cases that happened among mualaf in Malaysia could happened for various 

factors. The possibility of main concern for them is the challenges to adapt to new religious identity as 

they had to go through in clash of cultures and different lifestyles from their former religion. Sometimes, 

murtad cases occur due to the lack of attention given to them, life challenges and poor management in 

dealing with the issue related to them (Nizam, Aishah & Suhaila, 2013). In their study, they addressed 

murtad cases happened as a result of hardships in life after conversion to Islam without described more 

the details on why mualaf choose to renounce Islam. 

After an individual had liberated himself/herself from Islam and return to disbelief (kufur), they had to 

go through counselling and be given advice so that they would repent as much as they need. According 

to the study by Zaleha, Sarah & Faisal (2016) the duration of repent (taubat) has two opinions either 

three days and three nights or 20 days. If they had realized their mistake (sin), their taubat accepted 

through the process; pronounce the Shahadah again and admit their sin. Based on the statement above, 

it showed that faith (‘aqidah) in Islam is the most vital for mualaf to survive with their new religious 

identity. In addition, Yunus, Samsuddin & Misnan (2017) quoted faith education as notably the most 

necessary aspect in teaching mualaf about Islam as leaving them with weak faith would be one of the 

major reasons which lead them to go back to their previous religion. They claimed the level of guidance 

and knowledge about Islam has a significant correlation to trigger off symptoms of murtad (apostasy) 

among mualaf. 

The fact supported by Kamal, Hussin & Rosni (2020) cited in their research da’wah Prophet 

Muhammad SAW has priority in which their main mission is teaching ‘aqidah since ‘aqidah is the 

basic matter in Islam. Even there are three important elements in Islam; ‘aqidah, 

syariah and akhlak, the most vital thing is ‘aqidah to develop syariah and akhlak. For this reason, 
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mualaf tend to return to their former religion because of the weakness of ‘aqidah as a result of lack of 

guidance and challenges in practicing Islamic teaching leading to neglect of religious commitment. 

On top of that, in one study, Buhar, Syukri & Zawiyah (2013) clearly stated some problems faced by 

mualaf after conversion, for example, lack of knowledge, realization, confirmation, or confused 

acceptance of the religion or the sociological complexities or the negative impact of surroundings. They 

explained mualaf experienced various conflicting feelings towards Islam on negative insights as 

adopting a new religion caused them to traumatic inner conflicts because of different traditions of old 

religious faith. In this way, they believe this issue should be resolved using the 

real tauhidic (monotheistic) message of al-Qur’anic and al-Sunnah, an approach in which the purpose 

is to go after the goodness, prevent harm, and decline the evil; al-masolih al-dharuriyyah in Maqasid 

Syariah. This is crucial to the point it is essential and cannot be avoided for the sake of humans’ religion 

and life. In the Qur’an surah al-Hadid, verse 25, which says, 

 “We sent Our messengers with clear signs, the Scripture and the Balance so that people could 

uphold justice: We also sent iron, with its mighty strength and many uses for mankind, so that 

God could mark out those who would help Him and His messengers though they cannot see 

Him. Truly God is Powerful, Almighty” (translated by Abdul Haleem). 

 

Also, surah al-Ma’idah, verse 8, which says, 

 

“O you who have believed, be persistently standing firm for Allah, witnesses in justice, and do 

not let the hatred of a people prevent you from being just. Be just; that is nearer to 

righteousness. And fear Allah; indeed, Allah is [fully] Aware of what you do” (translated by 

Saheeh International). 

 

Accordingly, the translation clearly described the importance to achieve a motive of objective of syariah 

that discusses such measures and principles in protecting the right of people without discrimination 

between skin colour, race or nation. Hence, it means the right of mualaf is no different from born-

Muslim, which need to be shielded no matter what and that is why these problems faced by them have 

to be settle thoughtfully. 

Consequently, even though there are many efforts taken by the researcher to discuss and conduct the 

study related to issues of mualaf and murtad cases that happened among mualaf, it is still not enough 

given this issue is complicated and has numerous problems. It would be enough reason for the researcher 

to seek a more efficient and practical approach in dealing with this concern. In such a manner, the 

authorities should be working together to propose a more practical and consistent method in 

approaching mualaf since they need continuous guidance to understand Islam and fulfilling religious 

commitment, as well as mualaf, can resist the urge to leave Islam. 

 

RESEARCH DESIGN 
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This study is a qualitative design using the document analysis technique. Data collection for this 

approach was reviewed and analysed from secondary data such as information from the internet, 

articles, journals, newspapers, and so on. This study also was analysed the cases of murtad that 

happened in Malaysia and then will identify the main cause of why some mualaf choose to return to 

their former religion and commit murtad. All findings of the study will be summarized and presented 

in the findings and discussion. 

 

RESULTS AND DISCUSSION 

Mualaf indeed had gone through various challenges and problems in their life after converting to Islam. 

They lack resistance in dealing with their hardships to survive with new religious life. The findings of 

this study based on the murtad cases that happened in Malaysia showed many reasons that caused 

mualaf to return to their former religion. Some of them are: 

Lack of faith (‘aqidah) in Islam 

One of the main reasons that caused mualaf to leave Islam. If this the most basic thing in Islam was 

neglected, it does no wonder mualaf felt lost and confused to get the hang of knowledge about Islam. 

After all, they need to adapt to their new religious life since their culture and way of life from their 

previous religion is much different. Then, they choose to renounce Islam after do not have enough faith 

in Islam; Allah SWT (The Almighty) is the Only that Muslims should believe as He is the one who 

plans everything but, they still choose to leave Islam cause of this weakness of faith (‘aqidah). 

 

 

Insufficient knowledge about Islam 

After converting to Islam, the first thing mualaf should do is to learn everything about Islam. Being a 

mualaf at least they need to master the basic matters in Islam such as fardhu ain, prayer 

(solah), Rukun Islam, Rukun Iman, and the way of purification (hadas). They would not choose to go 

back to their former religion if they acquire this knowledge (‘ilmu). 

Lack of religious commitment 

As stated by Titian and Rudi (2015) above, there are five dimensions in conceptual of religious 

commitment which is: knowledge, belief, practice, experience, and consequence. If mualaf had adept 

these five dimensions there is no way they would commit murtad since they had a chance to fulfil the 

expectation of the religion. However, based on some murtad cases that happened among mualaf, they 

failed to obligate religious commitment and still practice their old religious’ habit. 
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Failure in marriage 

Based on the report or news about murtad cases among mualaf, a big percentage of it happened related 

to marriage. Many mualaf converts to Islam because they want to get married to Muslim but, some of 

them had gone through a few problems like got divorced, being left with no reason by their Muslim 

partner, and being broken of engagement. There are some cases where mualaf got married to a Muslim 

partner, but their partner does not guide them with Islamic teaching and allowed mualaf to practice 

former religion’s habit. In that way, it could trigger them to return to their former religion since they 

cannot see the truth and beauty of Islam as well as got lost and confused about religious teaching. 

Trouble from the birth family 

There are cases of mualaf got abandoned from their family institution and boycotted by friends just 

because they embraced Islam. They received threats and harm as their family and friend cannot agree 

with them being Muslim. Moreover, there is also a murtad case where mualaf was raised as a Hindu by 

grandma even though the parents converted. This is an example of dilemma and confusion experienced 

by mualaf which leads them to not have a chance in learning and practicing Islamic teaching. Then, 

they were forced to commit murtad since that is the only option as they think based on their situation. 

CONCLUSION 

Upon embracement of Islam, mualaf had experienced many changes in their life, namely psychological 

or social factors. Issues like social changes, daily routines, cultural integration, familial relationship, 

and emotional changes would raise problems among them if these concerns do not be tackled wisely. 

Therefore, appropriate and effective method should be taken to help mualaf to motivate them along 

with their journey as Muslim since they need to survive with a new religious identity. Inconsistency 

in da’wah activities caused mualaf left with confusion and then the feeling of loss would create 

uneasiness in them to fulfil the religious commitment. Indeed, mualaf had encountered challenges and 

problems of which they cannot avoid. The authorities including da’wah institutions and the preachers 

should lend a hand and work together in seeking the right answer for these issues. As discussed above, 

the issues of mualaf are complicated and it begs for a more practical approach to be implemented. The 

most realistic approach should be the one that included all the aspects in living such as Maqasid 

Syariah that has five principles, protection of religion (al-din), protection of life (al-nafs), protection of 

lineage/dignity (al-nasb), protection of intellect (al-‘aql) and protection of property (al-mal). For this 

reason, the objective of Islamic law in which it aims to pursue goodness and benefit of people both in 

this world and the Hereafter could be accomplished as well as Islam will be a reality in life when it is 

practiced genuinely. 
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Abstract— Islam is a comprehensive religion encompassing all 

aspects of society’s life such as social, economic, political, cultural and 
environmental. The environment is part of the manifestation of God’s 
greatness which has pearls of wisdom, bestowed upon human beings 
to make them realize that everything is in the hands of God (Allah 
SWT). However, the equilibrium of nature could be disturbed from the 
excessive exploitation by humans’ hands. As a caliph on this earth, it 
is the responsibility of human beings to look after the environment 
proactively. Besides, Islam calls for the execution of accountable 
development and respecting the principles of sustainability. Therefore, 
this study focuses on the role of human beings as caliphs on this earth 
who are responsible for nature and their acts in conserving and 
preserving the environment. This study also used the research method 
of the survey library. 
 
Keywords— environment, human beings, caliph, tauhid and Allah 

SWT. 

I. INTRODUCTION 

HE entire universe falls under the control and direction of 
Allah SWT from the smallest things to the largest of His 

creatures whether it is can be seen by human beings or not. 
Muslims believe in the existence of the invisible (ghaib) world 
which generally included other than angels, devils, the 
hereafter, heaven, hell and demon (jinn). The same goes with 
nature that is visible with the naked eyes such as water, plants, 
animals and so on that existed around human beings. 
Nevertheless, all of these are the creations of Allah SWT that 
made it with perfection in which nature and its contents have 
their place and role. Additionally, whereby just as Allah SWT 
created the gases in the air, the process of photosynthesis takes 
place, the existence of human beings, animals, plants and the 
circulation of the moon, sun and star in the universe beyond 
earth’s atmosphere, for the sake of nature’s equilibrium. 

According to [1], the term environment refers to the whole 
of external factors and conditions that affect living organisms, 
for instance, air, water, light, animal, humans, the sun, and 
others. Meanwhile, the dictionary of Idris al-Marbawi, [2] 
defined nature with the meaning of “ما سِوى الله”, which means 
“anything other than Allah SWT”. In this way, it can be 
concluded that the definition of nature from an Islamic 
perspective is all the creatures created by Allah SWT both 
visible and invisible things. Those creatures can be categorized 
into four; first, the creatures that can be seen with the sense of 
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sight such as stone, wood, water, and others. Second, the 
creature which is cannot be seen with naked eyes but can be 
seen with a man-made device like a microscope, for example, 
atoms and bacteria. The third is the beings which can be felt 
physically but cannot be seen with the eye like wind, air, and 
electric current. Lastly, the creatures who are their existence can 
be felt instinctively, however, not capable to be seen with any 
of the senses or any tools of humans’ creation such as angels, 
devils, and demons (jinn). 

II.  REVIEW OF LITERATURE 

The Book of Allah SWT (al-Quran) highlighted that human 
beings as a special position among other of God’s (Allah SWT) 
creations on earth since they are endowed with intellect (‘aql) 
compared to other creatures. For this reason, they have been 
chosen as the representative in taking care of God’s creation on 
this earth. This is stated by Allah SWT in surah al-Isra, verse 
70, which says [3], 
تِ  ٰـ يِّبَ نَ ٱلطَّ هُم مِّ ٰـ هُمْ فِى ٱلْبرَِّ وَٱلْبحَْرِ وَرَزَقْنَ ٰـ مْناَ بنَِىٓ ءَادمََ وَحَمَلْنَ ۞وَلقَدَْ كَرَّ

﴿ نْ خَلقَْناَ تفَْضِيلاًۭ مَّ هُمْ عَلىَٰ كَثِيرٍۢ مِّ ٰـ لْنَ  ﴾٧٠وَفضََّ
“Indeed, We have dignified the children of Adam, carried 
them on land and sea, granted them good and lawful 
provisions, and privileged them far above many of Our 
creatures” (translated by Dr Mustafa Khattab). 
Accordingly, as a caliph on this earth, human beings should 

obligate and act based on the decree of Allah SWT. They need 
to realize and be aware that even though Allah SWT made 
human beings the best of His creation, they also would become 
the lowest and dirtiest creature if they were unfaithful towards 
Allah SWT and His Messenger. It is proved in surah at-Tin, 
verse 4 until 6, which says [4], 

نَ فِيٓ أحَۡسَنِ تقَۡوِيمٍ﴿ نسَٰ فِلِينَ﴿٤لقَدَۡ خَلقَۡناَ ٱلإِۡ هُ أسَۡفلََ سَٰ ﴾ إلاَِّ ٱلَّذِينَ ءَامَنوُاْ ٥﴾ ثمَُّ رَددَۡنَٰ
تِ فلََهُمۡ أجَۡرٌ غَيۡرُ  لِحَٰ  ﴾٦مَمۡنوُنٍ﴿وَعَمِلوُاْ ٱلصَّٰ

“We have certainly created man in the best of stature; (4) 
Then We return him to the lowest of the low, (5) Except for 
those who believe and do righteous deeds, for they will have 
a reward uninterrupted” (6) (translated by Saheeh 
International). 
Other than that, a human who has a strong belief in 

tauhidiyyah (oneness of Allah SWT) would be free from any 
challenges in fulfilling the syariah duties. They should be aware 
of their responsibility as soon as Allah SWT has entrusted them 
with it and complete themselves with sufficient knowledge to 
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comprehend the concept of the environment that would be 
governed. Al-Quran had mentioned in surah al-A’raf, verse 74, 
which says [5], 

أكَُمۡ فِ  ي ٱلأۡرَۡضِ تتََّخِذوُنَ مِن سُهُولِهَا وَٱذۡكُرُوٓاْ إِذۡ جَعلَكَُمۡ خُلفَاَءَٓ مِنۢ بعَۡدِ عَادٍ وَبوََّ
ِ وَلاَ تعَۡثوَۡاْ فيِ ٱلأۡرَۡضِ مُفۡسِدِينَ﴿  ﴾٧٤قصُُورًا وَتنَۡحِتوُنَ ٱلۡجِباَلَ بيُوُتاًۖ فٱَذۡكُرُوٓاْ ءَالآَءَ ٱ َّ

“And remember when He made you successors after the ʿ Aad 
and settled you in the land, [and] you take for yourselves 
palaces from its plains and carve from the mountains, homes. 
Then remember the favors of Allah and do not commit abuse 
on the earth, spreading corruption” (translated by Saheeh 
International). 
Meanwhile, as sociable beings, human beings have the same 

ecology and biology for the continuation in life same as other 
beings. Also, the creature that tends to be completely dependent 
on Allah SWT should have a feeling of gratitude and a sense of 
responsibility to preserve the nature of God’s (Allah) creation. 
This message is recorded in the Quran surah an-Naml, verse 31, 
which says [6], 

 ﴾٣١ألاََّ تعَۡلوُاْ عَليََّ وَأۡتوُنِى مُسۡلِمِينَ﴿
“Be not haughty with me but come to me in submission [as 
Muslims]” (translated by Saheeh International).  
Moreover, the act of things that forbids by Allah SWT to the 

point of destroying well-created creations seems like showing 
the discourteous that is means disrespect towards Him; the 
Supreme. Human beings need to realize that everything that 
exists in this universe belongs to Allah SWT solely, not their 
explicit possession even though they are given the freedom to 
use natural resources. In addition, they cannot misuse these 
natural resources beyond their expectations and needs. Allah 
SWT reminded of this matter in surah al-A’raf, verse 85, which 
says [7], 

ؤۡمِنِينَ﴿.. لِكُمۡ خَيۡرٌ لَّكُمۡ إنِ كنُتمُ مُّ حِهَاۚ ذَٰ  ﴾٨٥وَلاَ تفُۡسِدوُاْ فيِ ٱلأۡرَۡضِ بَعۡدَ إصِۡلَٰ
“...and do not defraud people of their property, nor spread 
corruption in the land after it has been set in order. This is for 
your own good, if you are ‘truly’ believer” (translated by Dr 
Mustafa Khattab). 
The Quran had emphasized many times the role of human 

beings as caliphs in general, and Muslims in particular, to bear 
the responsibility as guardians of the environment, and then that 
every action will be questioned on the Day of Judgement. 
Despite that, the disruption that happened nowadays that caused 
equilibrium in the ecosystem had proved there was too much 
environmental damage already. Even though for thousand years 
ago Islam had pointed out the importance of plants in 
preserving the environment and at the same time, able to reduce 
the effects of climate change. Consequently, Prophet 
Muhammad SAW had always forbidden his companions to 
destroy trees during the war as well as stressed the act of 
planting trees. The Prophet SAW had said in a hadith, which 
says, ‘there is no Muslim who plants a tree or sow seeds, and 
then a bird or a person or an animal eats from it but, is 
considered a charitable gift for him’ (Bukhari Hadith). 

Furthermore, during the war also, Prophet Muhammad SAW 
distinctly prohibit the destruction of trees and plants because of 
its advantage to be used as shelter to the troops. It said in the 
previous hadith, the benefits of plants or trees are given to 
others unintentionally. 

On the other hand, the climate change that occurs nowadays 
is one of the shreds of evidence in which the ones who are 
responsible for it had failed to carry out their duty. 
Industrialization had led to habitat destruction dramatically 
whereby forests are cut down for the wood and ecosystem were 
disturbed to create roads, strip mines, and gravel pits. Besides, 
tearing down these habitats could affect the local ecosystem and 
lead to the extinction of plants and animals since the species 
cannot migrate and adapt to the new environment. Human 
beings have often betrayed the warning and reminder about how 
important to keep their eyes open on this nature by committing 
irresponsible acts. This situation had stated in the Quran surah 
ar-Rum, verse 41, which says [8], 
ظَهَرَ ٱلۡفسََادُ فِي ٱلۡبرَِّ وَٱلۡبحَۡرِ بمَِا كَسَبتَۡ أيَۡدِي ٱلنَّاسِ لِيذُِيقهَُم بَعۡضَ ٱلَّذِي عَمِلوُاْ 

 ﴾٤١لعَلََّهُمۡ يرَۡجِعوُنَ﴿
“Corruption has appeared throughout the land and sea by 
[reason of] what the hands of people have earned so He [i.e., 
Allah] may let them taste part of [the consequence of] what 
they have done that perhaps they will return [to 
righteousness]” (translated by Saheeh International). 
In the meantime, the combination of the concepts of tauhid 

(oneness of Allah SWT), khilafah (representative), and trust in 
the sustainable management of natural resources is supported 
by the Islamic perspective on environmental conservation [9]. 
The preservation of the environment should be understood as a 
religious order and every individual must be taken care of it. 
Then, religious worship (‘ibadat) which is done because Allah 
SWT solely includes effort in the management and 
conservation of the environment is considered as an act of good 
deeds and dignified to the point every good effort would be 
rewarded by Him. Meanwhile, those actions that are contrary to 
the religious teaching not only cause damage to the 
environment but also certainly would face His wrath. The fact 
is, the environmental crisis that is happening today is due to 
human’s greed and their failure to fulfil their trust as the 
guardians of nature. According to [10], the fade of responsible 
attitude towards environmental care is because of the lack of 
Islamic values’ appreciation related to the environmental 
management based on al-Quran and as-Sunnah. The current 
modernization has witnessed the extreme action of humans by 
damaging the creation of God for the sake of profit alone [11]. 
Therefore, it is clear that preserving the sustainability of nature 
is the main challenge faced by human beings. 

More than that, al-Quran which was revealed to Prophet 
Muhammad SAW is a complement to the Islamic law. 
Henceforth, Islam arises amid the world community to be the 
best solution for people (ummah) in this world. Human beings 
should put their effort into treating and preventing 
environmental damage by returning to the Islamic teaching as a 
perfect guide in their life in line with Maqasid Syariah (purpose 
of legislation). They can perform the sustainability of the 
environment with the guidance of Islam based on al-Quran. 
This matter is following what said by Prophet Muhammad 
SAW narrated by Abdullah bin Abbas in the book Fathu Barri 
which says, 

ى عليهالإسلامُ يعلو ، ولا يعُل  
Meaning: Islam is the highest religion, nothing more than 
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that. 
Aside from that, [12] explained the three main areas that 

reflect the ethics of sustainable development; firstly, creating 
the equilibrium of the environment by appreciating its 
components; secondly, the value of environmental management 
that is focused on the human beings as the sole representative 
to look after the environment; and the third, is the plan for the 
environment to protect the environment. 

Next, the advantage of science and the role of the scientist in 
the development of new technology for the sake of protecting 
the environment also needed to be respected. Green technology 
is seen to be able to help minimize the negative effect on human 
activities as well as contribute to the Islamic civilization [13]. 
Islam has understood the importance of trees in protecting the 
environment and reducing the effect of climate change since 
thousands of years ago, and that is why Islam has outlined the 
rules regarding the aspect of environmental sustainability.  

III. METHODOLOGY 

The primary methodology used in this writing is a library 
research design that uses the most relevant information from the 
secondary source. Data collection involved in this study is from 
books, Quran, hadith, articles, reports, and scholarly research; 
published both printed and online.  

IV. RESULTS AND DISCUSSIONS 

The caliph plays the primary role during the creation of 
human beings. Caliph (khalifah) comes from the word khalafa 
 which means to follow or comes after him, or the most (خلف)
accurate term is ‘substitute’. The concept of the human being as 
a caliph on this earth can be summarized into five main 
characteristics; 1) representative (khilafah), 2) trust, 3) 
leadership (qiyadah/siyadah), 4) religious worship 
(ibadah/ubudiyyah), 5) trial (ibtila’) [10]. Besides, humans 
should be fully responsible to manage, govern and protect the 
earth. However, humans are often betraying the warning and 
reminder on how important to look after nature by committing 
irresponsible acts. As caliphs of Allah SWT, human beings 
should manage the natural resources in an orderly manner. 
Despite that, the Quran itself has warned against excessive 
waste and exploitation being committed [14]. 

On the other hand, according to reference [15], regarding the 
environment, it is stated that nature is the gift from Allah SWT 
to all beings (makhluk) who inhabit it. Moreover, for Muslims, 
the appreciation towards the environment is better if they 
explore the various message entrusted by Allah SWT through 
the Quran. The Quran has described from the Islamic view the 
significance of nature as stated in surah az-Zumar, verse 21, 
which says [16], 

بِيعَ فيِ ٱلأۡرَۡضِ ثمَُّ يخُۡرِجُ بهِۦِ زَرۡ  َ أنَزَلَ مِنَ ٱلسَّمَاءِٓ مَاءًٓ فسََلكََهُۥ ينََٰ عًا ألَمَۡ ترََ أنََّ ٱ َّ
لِكَ لذَِكۡرَىٰ لأِوُْ  مًاۚ إِنَّ فيِ ذَٰ ا ثمَُّ يجَۡعلَهُُۥ حُطَٰ نهُُۥ ثمَُّ يهَِيجُ فتَرََىٰهُ مُصۡفرَ¿ خۡتلَِفاً ألَۡوَٰ لِي مُّ

بِ﴿  ﴾٢١ٱلأۡلَۡبَٰ
“Do you not see that Allah sends down rain from the sky and 
makes it flow as springs [and rivers] in the earth; then He 
produces thereby crops of varying colors; then they dry and 
you see them turned yellow; then He makes them [scattered] 

debris. Indeed, that is a reminder for those of understanding” 
(translated by Saheeh International). 
Accordingly, the environment is inseparable from one’s faith 

in God with the manifestation that it can be seen from human 
behaviour, by emphasizing morality (akhlak) as a core of the 
relationship between humans, nature, and God [17]. These 
relationships are needed to be stressed comprehensively to 
maintain and preserve sustainable development. Islam teaches 
its ummah, they are encouraged to use everything that is created 
in this universe properly and do not treat it carelessly which 
could lead to disaster in the future. However, behind those 
favors, lurks a test from Allah SWT to measure to which extent 
the nature of human trust to live in a way that pleases Allah 
SWT and their efforts to maintain the harmonious environment. 

On top of that, know that Allah SWT has appointed human 
beings as caliphs on this earth so that they are responsible to 
maintain harmonious nature and look after the environment 
proactively. As well, the whole earth has been created to be a 
place of worship, clean and holy. For this reason, it is an 
obligation to human beings to preserve the natural resources 
wisely and thoughtfully considered that Allah SWT had given 
them exclusively the right to use and utilize its resources. 
Therefore, Allah SWT has created natural resources as a 
necessity to human beings not for them to be arrogant or feel 
proud yet, for the aim to human beings know the meaning of 
gratitude as well as able to be humbler in their selves (be more 
piety, taqwa). 

V. CONCLUSION 

Indeed, this beautiful universe has given many benefits to the 
alive beings as well as the dead. For the living, the benefits are 
very clear as proof of the existence of God (Allah SWT), and 
human beings subsequently would be worshipped themselves 
to Allah SWT in addition to seeking worldly reward as the 
reservation for the hereafter. Meanwhile, for the dead, the earth 
has made its land continue to be fertile for the others being in a 
way they could carry on with their life. Thus, all of those events 
are proof of His power over everything in this world. If human 
beings observe further, they would notice that there are many 
messages from Allah SWT about preserving and maintaining 
the environment yet, they do not give serious attention in taking 
care of their relationship with the environment instead, they are 
one of the reasons that contributed to the damage and 
destruction of nature.  
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Abstract— This article explores the National Museum of 

Tajikistan's experience with using information technology to create 

exhibitions. The goal of augmented reality is to improve the museum 

visitor's impression of the place by allowing them to participate in a 

specific activity. It provides a detailed analysis of several of the 

author's exemplary works on 3D scanning of museum objects from 

the author's collections for the exhibition "Heritage Corridors of the 

Silk Road in Afghanistan, Central Asia, and Iran – International 

Aspects of the European Year of Cultural Heritage" as part of a 

three-year EU-UNESCO project. 

 

Keywords— information technology, augmented reality, 
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Abstract—The Knowledge Graphs have now become a new form 

of knowledge representation. However, there is no consensus in regard 
to a plausible and definition of entities and relationships in the domain-
specific knowledge graph. Further, in conjunction with several 
limitations and deficiencies, various domain-specific entities and 
relationships recognition approaches are far from perfect. Specifically, 
named entity recognition in Chinese domain is a critical task for the 
natural language process applications. However, a bottleneck problem 
with Chinese named entity recognition in new domains is the lack of 
annotated data. To address this challenge, A domain distant supervised 
named entity recognition framework is proposed. The framework is 
divided into two stages: first, the distant supervised corpus is generated 
based on the entity linking model of graph attention neural network; 
secondly, the generated corpus is trained as the input of the distant 
supervised named entity recognition model to train to obtain named 
entities. The link model is verified in the ccks2019 entity link corpus, 
and the F1 value is 2% higher than that of the benchmark method.  The 
re-pre-trained BERT language model is added to the benchmark 
method, and the results show that it is more suitable for distant 
supervised named entity recognition tasks. Finally, it is applied in the 
computer field, and the results show that this framework can obtain 
domain named entities. 
Keywords—Distant named entity recognition, Entity linking, 

Knowledge graph, Graph attention neural network.  

I. INTRODUCTION 

he Knowledge Graphs depicts an integrated collection of 
real-world entities which are connected by semantically-

interrelated relation. Therefore, KGs always to be used as the 
main means of tacking a plethora of real-life problems in 
various domains. However, there is no consensus in regard to a 
plausible and inclusive of a domain-specific entities and 
relationships. Named entity recognition is a basic task in natural 
language processing and attracts more and more attention. 
Although NER have achieved great process in the task of 
natural language processing, it still faces significant obstacles 
regarding domain named entity recognition. Domain named 
entity recognition can be described as the linguistic 
representations of domain specific concepts. NER is the task of 
detecting mentions of real-world entities from text and 
classifying them into predefined types. In recent years, more 
and more researches focus on NER in deep learning methods. 
With the development of deep learning, deep learning models 
have shown strong performance. However, most deep learning 
methods rely on large amounts of labeled training data. To 
tackle the label scarcity issue, the distant supervised named 
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entity recognition is proposed. The labeling procedure is to 
match the tokens in the target corpus with concepts in 
knowledge bases in distant supervised named entity 
recognition. Nevertheless, distant supervised named entity 
recognition suffered from two major challenges: incomplete 
annotation and label noise issue. To solve above problems of 
distant supervision for NER, some researches have attempted 
to address it. Yang et al. [1] adopt the partial annotation CRFs 
to consider all possible labels for unlabeled tokens, but this 
method still require a considerable amount of annotated tokens 
or external tools; Cao et al. [2] attempt to induce labels for 
entity mentions based on their occurrence popularity in the 
concept taxonomy, which can suffer from labeling bias and 
produce mislabeled data; Liang et al. [3] studied the open-
domain named entity recognition problem under distant 
supervision, which uses the pre-trained language model to 
improve the prediction performance of the named entity 
recognition model. With the large-scale pre-training language 
model rapidly becoming the mainstream method of natural 
language processing tasks [4]. The attention mechanism 
proposed by Vaswani et al. [5] establishes the position of BERT 
pre-training language model in natural language processing 
tasks [6]. 

Domain named entity recognition, also often referred to as 
Automatic term extraction (ATE), is the automated process of 
identifying terms in specialized texts. In recent years, it has 
become an important pre-processing step in many natural 
language processing tasks. Wang et al. [7] used two deep 
learning classifiers to extract terms; Amjadian et al. [8] 
proposed an efficient method of combining distributed 
representation with term extraction; Hatty et al.  [9] constructed 
classification tasks by defining fine-grained terms and using 
basic neural networks; Kucza et al. [10] used recurrent neural 
network to term extraction by means of sequence labeling; Shah 
et al. [11] used unsupervised learning to extract terms in 
material science; Sajatovic et al. [12] proposed a topic modeling 
method to extract terms on individual documents; Kessler et al.  
[13] extracted architectural terms based on search engines and 
Wikipedia; Pollak et al.  [14] proposed a method of extracting 
terms from literary corpus and automatically aligned terms to 
from a domain term dictionary; Terry et al.  [15] proposed a 
new method of monolingual and multilingual labeling to 
generate dataset for downstream tasks; Terry et al.  [16] once 
again introduced the search platform in the field of automatic 
term extraction, and made a detailed introduction to automatic 
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term extraction; Kafando et al.  [17] proposed an intelligent 
method for extracting biomedical terms from text documents 
and subsequent analysis, which combines statistical metrics and 
syntactic change rules to extract term variants from the corpus. 

Noisy annotation is one of the major challenges in domain 
distant supervised named entity recognition. The same entity 
mention can be mapped to multiple entity types in the 
knowledge bases. For instance, the entity mention ‘Machine 
learning’ can be mapped to both ‘a book’ and ‘subject’ in the 
knowledge base. While existing methods can lead to many 
false-positive samples and hurt the performance of named 
entity recognition models. To solve noisy annotation in domain 
distant named entity recognition and a large scale of labeled 
corpus, we propose our model, a domain named entity 
recognition with distant supervision, which combine with the 
task of automatic term extraction and distant supervised named 
entity recognition. The method obtains labeled corpus by 
linking Wikipedia and domain paper entities, and applies the 
corpus to the distant supervised named entity recognition 
model. 

In summary, we make the following contributions: 
1)We propose a framework of domain distant supervised 

named entity recognition, and this framework is applied to 
obtain named entities in computer field. 

2) We use graph attention neural network to solve the 
problem of entity link errors caused by multiple mappings of 
the same entity in the task of distantly supervised named entity 
recognition. 

3)We demonstrate that re-pre-trained language model can 
also provide additional semantic information during the training 
process for distantly supervised named entity recognition. 

II. APPROACH 

Our approach is used to extract domain named entitles (see 
Figure 1). Specifically, we propose a two-stage training 
algorithm: In the first stage, Generation of distant labeled data 
based on graph attention neural network. In this stage, firstly, 
the entities of Wikipedia are extracted, and the entity 
information is used as the knowledge base. Then the entity 
graph is constructed based on the knowledge base. Secondly, 
the BERT language model is used as the input to extract the 
graph embedded representation of the entity nodes in the graph 
attention neural network, and then the text information and 
entity graph embedded representation information of the 
domain paper are used as features to carry out the entity linking 
task in the binary entity link model based on BERT. In the 
second stage, the results of entity linking are used as a small 
amount of labeled corpus, and the results of entity links are 
trained as entity dictionaries to generate labeled data by 
matching with a large number of unlabeled data as the input of 
distant supervised named entity recognition. We give more 
details on our approach in what follows.  

A. Entity linking model based on graph attention neural 

network 

(1) Entity extraction based on Wikipedia classification 
system 

Wikipedia uses different classification methods for each 
classification object. Such as for the contents of general items 
are classified according to disciplines, for chronological 
accounts are classified by time, for character items use 
nationality and occupation. From the perspective of discipline 
knowledge classification system. The entries of Chinese 
Wikipedia are mainly divided into eight categories: Religion 
and belief 、 around the world 、 Humanities and Social 
Sciences、Life art and culture、Engineering technology and 

Applied Science、 Nature and Natural Science、 Chinese 
culture and Sociology. Each directory is subdivided into many 
secondary directories, and so on, until it is subdivided into 
specific items. Entries in the computer field can be obtained 
from the secondary directory computer science under 
engineering technology and applied science. Starting from 
computer science, the sub categories and subpages under this 
classification are recursively extracted to obtain the entity 
dictionary in the computer field as the named entity. 

(2) Entity Graph 
The entities in the computer field are extracted in Wikipedia, 

and the basic information of the entities is obtained, then the 
entity knowledge base is constructed by using the entity 
knowledge base. 

The information of the entity is represented by the graph 
structure, and the graph embedded representation between the 
entity and its attributes is obtained through the graph attention 
network. This computer domain entity knowledge base is 
constructed by referring to the CCKS2019 entity link 
knowledge base, which include entity and its attribute value, 
subject-entity、 subject-id、 subject-type、 alias、 predicate 
and object value. The entity triples are defined as follows: 

TABLE I 
 RELATIONSHIP DEFINITION OF ENTITY 

Relationship 
type 

tripe example 

alias <entity,alias,value> 
<GAN,alias,Generative Adversarial 

networks> 

attribute 
<entity,attribute,value

> 
<GAN,domain,deep learning> 

 

The candidate entity node is taken as the central node, and 
the alias and attribute values are used as neighbor nodes to 
describe the knowledge of the central node. The entity graph of 
computer domain is constructed by using the defined triple. At 
the same time, in order to reduce the segmentation of the 
subgraph, all the description attributes of the candidate entities 
of each data in the knowledge base are spliced with the attribute 
value text, and the keywords are extracted by TF-IDF. If the 
extracted keywords coincide with the original attributes, only 
one is retained. The keywords are integrated into the entity 
graph(see Figure 2). 
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Figure 1: The framework of domain distant supervised named entity recognition. We propose a two- stage training algorithm: In first stage, combine Wikipedia 
and domain paper to generate labeled data based on the entity link model of graph attention neural network; In the second stage, a distant supervised named entity 
recognition.

 

 

Figure 2: computer entity and its attribute 
 
(3) Graph attention neural network 
The data of graph structure contains two features: vertex 

feature and neighbor feature. GCN [18] cannot handle the 
problem of dynamic graphs, and it is not easy to assign different 
weight to different neighbors. However, GAT consider the 
structure of the graph in space, so it can perfectly adapt to the 
dynamic graph. Velickovic et al.  [19] proposed graph attention 
neural network, and many researchers have applied it to a 
variety of natural language processing tasks and achieved good 
results; Zhang et al.  [20] build graph information for 
documents and obtain fine-grained word representations of 
their local structures for text classification; Huang et al.  [21] 
used graph neural network for text classification; Zheng et al.  
[22] proposed a new multi-granularity machine reading 
comprehension framework in machine reading comprehension, 
which uses graph attention network to obtain different levels of 
representation so that they can be learned at the same time. 

The entity graph is constructed according to the triple 
relationship of entities and their attributes defined in Table 1 

and the keywords added in figure 2. The entity graph is studied 
by embedding the graph into the node representation through 
the graph attention neural network. Using the attention 
mechanism, the characteristics of neighboring nodes are 
weighted and summed, and different weights are assigned to 
different neighboring nodes according to their characteristics. 
The graph attention neural network model is as Figure 3. 

 
Figure 3: Graph attention mechanism Neural Network and its graph 

embedding. 
The model consists of input layer, feature extraction layer 

and graph attention neural network layer. 

The input layer is entity graph, which consists of a set of X 
nodes { }1 2, ... XV V V V=  and Y edges { }1 2, ... YE E E E= . In the feature 

extraction layer, the BERT pre-training model is used to extract 
the feature of the node text in the entity graph, and the m n×  
feature matrix is obtained, where m is the number of graph 
nodes and n is the feature dimension. The graph attention layer 
obtains the feature matrix and the adjacency matrix from the 
input layer and the feature extraction layer, and inputs them to 
the two-layer graph attention neural network for representation. 
The final output is the graph node feature representation 
represented by GAT. 

The following is a detailed description of the GAT model. 
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The input to GAT is a set of node features, { }1 2, ... Nh h h h=
r r r

,

F

i
h ∈�  , where N  is the number of nodes, and F  is the number 

of features in each node. { }1 2, ...
N

h h h h′ ′ ′ ′=
r r r

, F

ih ′ ∈
r

� , as its output. 

The coefficients computed by the attention mechanism may 
be expressed as: 

( )( )T

ij i jsoftmax a Wh Whα σ  =  
r rr
�  

                    

 (1)

 
Where ijα   represents the attention coefficient between nodes 

i  and j  , F FW
′×∈� , is a weight matrix, ih

r
 and jh

r
  represents 

the node characteristics of node i  and j , the dimension of ih
r

 is

1 F×  , then the dimension of iwh
r

 is 1 F′× , || represents 

concatenation, and the tensors of two 1 F′× are glued together to 
a large tensor of1 2F′× . Then by multiplying the dimension of 
the attention convolution kernel coefficient Tα

r , and the 
dimension of Tα

r is 2 1F′×  ,the final result is a number. σ  
indicates the activation function, which is LeakyReLU. After 
activating the function, the final attention result is calculated by 
softmax. 
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comes from the following formula: 
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represents the output characteristics of the layer with 

respect to node i , where i
N  is some neighborhood of node i  

in the graph. Specifically, multi-head attention to be beneficial 
for mechanism. Where k independent attention mechanisms 
execute the transformation of Equation 2, and then their 
features are concatenated, so the output feature representation: 
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The final output layer can be represented as: 
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                         (4) 

(4) Entity link 

A large number of researchers have improved the BERT 
model in the task of entity linking. Zhan et al.  [23] proposed to 
introduce the BERT pre-training language model into the entity 
link task to analyze the context of the entity reference item and 
the relevant information of the candidate entity. By improving 
the effect of semantic analysis to enhance the results of entity 
links, and using TextRank keyword extraction technology to 
enhance the topic information of target entity comprehensive 
description information, and enhance the accuracy of text 
similarity measurement; Luo et al.  [24] combine global and 
local attention mechanism to obtain the hidden state of the text. 

 
1 https://github.com/panchunguang/sskc_baidu_entity_link 
2 https://huggingface.co/bert-base-chinese/tree/main 

In 2019, the National Conference on knowledge Graph and 
semantics issued the task of entity linking evaluation for 
Chinese short texts. The best solution uses dictionary matching 
to get the entities in the short text, and finally uses the BERT-
EntityNameEmbedding (BERT-ENE) 1  model to filter the 
results, so as to achieve entity recognition. In the part of entity 
link, the two-classification model based on BERT is used to 
predict and rank the candidate entities. 

 

Figure 4: Entity link model based on BERT and Graph embedding. 
The entity linking model of our framework is shown in figure 

4, using binary entity links based on BERT. We consider node 
feature representation of entities in graph attention mechanism 
network. Short text and description text of the entity to be lined 
as input of model. The features are the BERT vector of the text, 
the start and end position vectors of the candidate entity, and 
the node feature representation of the entity in the graph 
attention mechanism neural network. The four feature vectors 
are spliced, and after the full connection layer, the probability 
scores of the candidate entities are sorted by sigmoid activation, 
and the correct entity with the highest probability is selected. 

B. Named entity recognition with distant supervised 

The Chinese language pre-training model has strong 
performance in natural language processing tasks. Gururangan 
et al. [25] proposed that language model pre-training can 
greatly improve the effect of subtasks. For example, continuing 
pre-training on the data set of specific tasks can improve the 
effect very cheaply. The effect can be improved by continuing 
pre-training on the data set of the target domain, and the more 
irrelevant the corpus of the target domain and the original 
training corpus is, the more obvious the improvement effect is. 

A number of pre-training models have also been produced in 
the field of Chinese pre-training models, such as the Chinese 
BERT model 2 , the Roberta pre-training model released by 
IFLYTEK of Harbin University of Technology 3 , and the 
ERNIE pre-training model released by Baidu4. 

In order to study the performance of the pre-training model 
in the task of distantly supervising named entity recognition, on 
the basis of three Chinese pre-training models, People's Daily 
corpus, Amazon commodity review corpus and restaurant 
review corpus are used for retraining. 

3 https://github.com/ymcui/Chinese-BERT-wwm 
4 https://github.com/nghuyong/ERNIE-Pytorch 

204



Conference Proceedings, Stockholm Sweden July 12-13, 2022

 
 

 

After obtaining the computer domain entity, the labeled 
corpus is obtained by matching the entity and unlabeled corpus, 
which is applied to the distant supervision of named entity 
recognition task (see figure 1). 

Following Yang et al. (2018) 5 , we consider BERT pre-
training language model on the distant supervised entity 
recognition model. The following is a detailed introduction of 
this model. 

As shown in Figure 5, the model of distant supervised named 
entity recognition consists of two modules: the NE Tagger built 
on the idea of partial annotation learning to reduce the effect of 
unknown-type characters, the instance selector which choose 
positive sentences from a large scale of unlabeled corpus and 
provides them to the NE tagger to train model. 

Initially, we get a small set of labeled data D from the entity 
linking model and a large scale of unlabeled data U. According 
to the results of entity linking, we collect named entity to 
construct dictionary E about computer field, then using the 
entries of E to match the sentences in U by the method of distant 
supervision. And we also obtain a set of sentences containing at 
least matched string, and the set is called I. According to the 
traditional BIO schema to represent the tags of sentences, the 
beginning character of an entity in I are marked with “B-XX”, 
“I-XX” is used to mark other characters of the entity, and the 
character as “O” if it is not in the entity. 

LSTM-CRF-PA 

It is a common problem known as false negative instance in 
distant supervised named entity recognition. If we arbitrarily 
label as “O” which may misguide model to learn the false 
instance. Therefore, each non-matched character should be 
tagged as the appropriate label. A set of label sequences z for 
every distantly supervised sentence, whose probability is 
naturally the sum of probability of each possible label sequence 
y%  in z. Therefore, the probability of the distantly supervised 
instance is calculated as: 
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( , )

,

( | ) ( | )
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The loss function of the model with CRF-PA cam be 
computed as follows: 

( ) ( ), , log |loss x z p z xθ = −                         (6)

                                                  

 

Instance Selector for Noisy Annotation 

To train an agent as an instance selector with reinforcement 
learning technology. The initial labeled data D and the distantly 
supervised data I is denoted as a candidate dataset A. At each 
episode, we collect a random-size package of instances B from 
A. By default, all the supervised instances in the current 
package are selected without decisions of agent. For each 
distantly supervised instances in the current package, the agent 
performs an action from the {1,0} to decide whether to select 
this instance. The agent will be rewarded when all actions are 
completed. The reward represents action feedback on this 
package and will be used to update the agent. 

State representation 

 
5 https://github.com/rainarch/DSNER 

The vector ts  represents the current instance and its label 
sequence, which consists of two information: first, the vector 
representation of the output from BiLSTM layer. Secondly, the 
label score calculated with output of the MLP layer from the 
shared encoder and annotation of this instance. 

Policy network 

The agent determines whether the behavior selector will 

select the t th−  distantly supervised instance. Then we use a 
logistic function as the policy function: 

( ) ( ) ( ) ( )( )t, b 1 a 1 bt t t t tA s a a W S W Sθ σ σ= ∗ + + − − ∗ +    (7)

                           
Reward 

The reward is used to evaluate the ability of current NE 
tagger to predict labels of each character. The model receives a 
delayed average reward when it completes all elections in 
current package, and before that the reward for each action is 
zero. The current package A  consists of two subsets: The 
labeled data D  from entity linking and B  from the distantly 
supervised instances. The NE tagger calculates the probability 
of each sentence in A . The reward can be calculated on 

selected distantly supervised instances A%   and the labeled data: 

,,

1
log ( | ) log ( | )

| | | |
j z Hj z As

j k

x xs
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 +  
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(8) 
Selector training 

In order to maximize the reward of the selections, we use 
policy gradient method to optimize the policy network. For 
each random-size package A, the feedback for each action is the 
same as the average reward r. Then we calculate the gradient 
and update the selector.  

| |

1

( ) log ( , )
A

t t t

t

r a A s aθ θθ θ α
=

= + ∇∑
%

         (9) 

III. EXPERIMENTAL RESULTS 

A. Dataset 

Entity link. We use the evaluation data set provided by the 
CCKS2019 entity link task for Chinese short text as the 
verification data of the entity link model. Its dataset includes 
90000 pieces of labeled data and 39925 pieces of knowledge 
base information. 

Distant supervised named entity. Following Yang et al. 
(2018), the news corpus dataset is selected, 3000 sentences 
were randomly selected as the training corpus, 3328 as the 
verification corpus and 3186 as the test corpus. In order to 
verify the effect of corpus retraining on BERT pre-training 
model, People's Daily 2016 data set, Amazon product review 
data and food review data were used as pre-training corpus and 
retrained on three pre-training models: BERT, Roberta and 
ERNIE. 

Computer domain entity linking and distant supervised 

named entity recognition. Wikipedia is used to build a 
computer domain entity knowledge base, which contains a total 
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of 84493 pieces of data. The entity link data is the abstract of 
the paper, and 201608 pieces of data are extracted. 

After linking through the entity, the named entity is matched 
in the untagged corpus to get 9000 pieces of data, which are 
divided into training, verification and testing remote supervised 
named entity recognition model according to 1:1:1. 

B. Entity linking experiments 

In the entity linking experiment, the entity linking task of 
ccks2019 is used to verify. On the basis of the first prize in the 
ccks2019 contest, the BERT-ENE model of the original author 
is adopted in the entity recognition module. In the entity linking 
module, the knowledge base information is transformed into 
graph information, and the link model is realized by using short 
text and entity embedding based on graph attention 
mechanism. The results are shown in the following table II. 

TABLE II 
RESULT OF ENTITY LINK (%) 

model F1 

EBRT 80.13 

BERT-Graph 83.29 

 
As can be seen from Table II, the effect of adding entity 

graph embedding model is better than that of text input based 
on BERT. It shows that through graph attention neural network, 
we can obtain more semantic information about the entity, its 
attributes and its text. 

C. Distant named entity recognition experiments 

A distant supervised named entity recognition model based 
on BERT pre-training language model is adopted. In order to 
compare with the word2vec of the benchmark model, the first 
100-dimensional vector of the output of the first layer of BERT 
is selected as the feature. And under the People's Daily corpus, 
Amazon commodity review corpus and food review corpus, the 
Chinese BERT model, Roberta model and ERNIE model are 
pre-trained again. The retraining corpus training set uses data 
about the size of 300MB. 

TABLE III 
RESULT OF WORD2VEC AND CHINESE BERT 

model 
DEV DEV 

P R F1 P R F1 

word2vec-100 86.94 80.12 83.40 81.63 76.95 79.22 

BERT-100 89.64 80.73 84.95 85.48 77.39 81.23 

 
As shown in Table III, the performance of the BERT pre-

training language model is obviously better than that of the 
word2vec model. The effect of retraining the three Chinese 
pre-training language models on the People's Daily corpus is 
shown in Table IV. 

TABLE IV  
RESULTS OF RE-PRE-TRAINING MODEL ON THE PEOPLE'S DAILY CORPUS 

model 
DEV DEV 

P R F1 P R F1 

word2vec-100 86.94 80.12 83.40 81.63 76.95 79.22 

BERT-100 87.92 81.76 84.73 84.04 79.18 81.54 

Roberta-100 86.14 82.20 84.12 81.34 79.88 80.60 

ERNIE-100 87.00 80.47 83.61 83.73 76.39 79.90 

 

Among the three Chinese pre-training models under People's 
Daily corpus, Chinese BERT model is better than other models. 
The retraining effects of the three Chinese pre-training 
language models on Amazon commodity corpus and restaurant 
review corpus are shown in Table V and Table VI respectively. 

TABLE V 
RESULTS OF RE-PRE-TRAINING MODEL ON THE AMAZON COMMODITY CORPUS 

model 
DEV DEV 

P R F1 P R F1 

word2vec-100 86.94 80.12 83.40 81.63 76.95 79.22 

BERT-100 86.98 82.02 84.43 84.19 79.58 81.82 

Roberta-100 81.30 81.15 81.23 80.04 77.09 78.54 
ERNIE-100 83.17 81.59 82.37 79.98 77.59 78.77 

 
 

TABLE VI 
RESULTS OF RE-PRE-TRAINING MODEL ON THE RESTAURANT REVIEW CORPUS 

model 
DEV DEV 

P R F1 P R F1 

word2vec-100 86.94 80.12 83.40 81.63 76.95 79.22 

BERT-100 87.25 82.80 84.97 83.68 80.18 81.89 

Roberta-100 84.02 81.33 82.65 80.35 78.59 79.46 
ERNIE-100 85.73 80.47 83.01 82.07 75.70 78.76 

 
 

After retraining under the commodity review corpus and 
restaurant reviews, the effect of Chinese BERT pre-training was 
significantly improved, but the sub-accuracy of Roberta and 
ERNIE models decreased significantly, indicating that a lot of 
semantic information was lost after retraining.  

In order to verify the influence of different size training 
corpus on the pre-training language model, the experimental 
results of increasing the training corpus are shown in Table VII. 

TABLE VII 
RESULTS OF RE-PRE-TRAINING MODEL ON THE DIFFERENT SIZES OF 

RESTAURANT REVIEW CORPUS 

corpus 
DEV DEV 

P R F1 P R F1 

306MB 87.25 82.80 84.97 83.68 80.18 81.89 

616MB 88.83 82.45 85.82 83.97 79.28 81.56 

919MB 87.71 82.02 84.77 84.10 78.49 81.20 

1.3GB 88.47 81.59 84.89 83.93 76.99 80.31 

 
As shown in Table VII, increasing the training corpus can 

significantly improve the performance of remote supervised 
named entity recognition, but with the increase of data, the 
effect tends to be stable. 

D. Computer domain experiments 

In order to verify the applicability of the model proposed in 
our paper, we use Wikipedia and computer paper data for entity 
acquisition in the computer domain. Entity linking adopts two-
classification model based on BERT+ graph embedding. 

TABLE VIII 
RESULTS OF COMPUTER DOMAIN ENTITY LINK 

model F1 

BERT-Graph 90.34 
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The results of computer remote supervision of named entity 
recognition are shown in Table IX. 

 

 

TABLE IX 
RESULTS OF COMPUTER DOMAIN 

model 
DEV DEV 

P R F1 P R F1 

BERT 92.14 90.56 91.34 90.33 89.55 89.94 

BERT-sp 95.36 90.78 93.01 93.57 90.23 91.86 

 
 

As can be seen from Table IX, the BERT model uses Chinese 
BERT as input, and BERT-sp is the result of re-training using 
commodity review 616MB training corpus on the basis of 
Chinese BERT pre-training. The results show that the effect of 
re-pre-training is increased in all indicators. Therefore, the 
effect of re-pre-training can improve the performance of the 
task in the distant supervision of named entity recognition task. 

IV. CONCLUSION 

Recent work in natural language processing has focused on 
domain named entity recognition. In this paper, we show a 
distant supervised named entity recognition, which combines 
Wikipedia and paper data to obtain labeled corpus, and applies 
the labeled data to distant supervised named entity recognition. 
Finally, the method is applied to the computer domain entity 
recognition, and the experimental results show that the method 
can adapt to the domain named entity recognition task. 

We use the entity graph and the paper to carry on the entity 
link, and the entity link model is represented by the embedded 
representation of the text and the entity graph. As semi-
structured data, the paper data can also be used to build a graph, 
and the next step is to link the entity graph with the paper graph. 
Secondly, in the graph attention neural network, adding PMI to 
the graph pruning to obtain the important attributes of the entity 
can obtain a better entity graph embedding representation to 
improve the performance of the entity link. 
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Abstract—We introduce the first Chinese Coreference Resolution 

Model based on BERT (CCRM-BERT) and show that it significantly 

outperforms all previous work. The key idea is to consider the features 

of the mention, such as part of speech, width of spans, distance 

between spans, etc. And the influence of each features on the model is 

analyzed. The model computes mention embeddings that combine 

BERT with features. Compared to the existing state-of-the-art span-

ranking approach, our model significantly improves accuracy on the 

Chinese OntoNotes benchmark. 

 

Keywords— BERT, coreference resolution, deep learning, nature 

language processing 

I. INTRODUCTION 

Coreference resolution refers to the problem of determining 

with noun phrases (NPs) refer to each real-world entity 

mentioned in a document. We present the first Chinese neural 

coreference resolution model that adds the features to spans  

representations. All recent coreference models, including end-

to-end neural coreference resolution [1] that achieved 

impressive performance gains, ignore features of the mention. 

We demonstrate for the first time that these resources are 

required, and in fact performance can be improved significantly 

with them. The features are crucial signals for coreference 

resolution. 

At the core of our model are vector embeddings representing 

spans of text in the document, which combine BERT with 

features of spans. BERT-based models have reported dramatic 

gains on multiple semantic benchmarks including question-

answering, natural language inference, and named entity 

recognition [2]. The model with features can make better 

decisions, for each span, which of the previous spans (if any) is 

a good antecedent. In our analyses, we experimentally that these 

features correlate strongly with the accuracy of our model. 

Scoring all span pairs in our model is impractical, therefore 

we factor the model over unary mention scores and pairwise 

antecedent scores, both of which are simple functions of the 

learned span embedding [1].  

We propose a BERT-based Chinese coreference resolution 

model for the Chinese coreference resolution problem, and add 

the features of spans to spans representations. Our final 

approach outperforms existing models by 1.1 F1 on the Chinese 

OntoNotes benchmark. 

II. RELATED WORK 

 
 

The central theory algorithm [4] is a partial discourse coherence 

theory proposed by Grosz et al., whose main idea is to locate 

the entity "focus" in the text. Up to now, many scholars have 

proposed different solutions. 

Scoring span or mention pairs has perhaps been one of the 

most dominant paradigms in coreference resolution. The base 

coreference model used in this paper from Lee et al. [1] belongs 

to this family of models. A year later, Lee et al. [5] expanded 

on his work in two ways, first allowing the elaboration of all 

candidate word representations through iterative and gated 

attention mechanisms, and second using modifiable scoring 

mechanisms for pruning potential antecedents. 

Fei et al. in 2019 proposed an incremental reference 

resolution model [6] that allows end-to-end training of the 

model using a supervised reference resolution task and an 

auxiliary language modeling task by encoding storage 

operations as distinguishable gating. 

Joshi et al. in 2019 first applied BERT to a reference 

resolution model[2] replacing the full coding layer using BERT 

based on the higher-order reference resolution model of Lee et 

al[5]. and analyzing the difference in the role of different 

language models on reference resolution. 

For the problem of reference resolution in Chinese, Xi et al 

[7] proposed a Deeping Learning mechanism for DBN models, 

using a multilayer unsupervised RBM network and a layer of 

supervised BP network to obtain text semantic features for 

reference resolution. Lv et al [8] proposed a reference 

resolution method based on the semantics of Chinese frames. 

The chapters annotated under the Chinese Frame Net (CFN) 

resource were preprocessed with data, after which the 

representations were subjected to reference resolution using a 

classification model. 

III. TASK 

We formulate the coreference resolution task as a set of 

antecedent assignments iy  for each of span i  in the given 

document, following Lee et al[1]. The set of possible 

assignments for each iy  is { ,1,..., 1}iy iε= − ,a dummy antecedent 

ε  and all preceding spans. The dummy antecedent ε  

represents two possible scenarios: (1) the span is not an entity 

mention or (2) the span is an entity mention but it is not 

coreferent with any previous span. These decisions implicitly 

define a final clustering, which can be recovered by grouping 

together all spans that are connected by the set of antecedent 

predictions [1]. 

IV. MODEL 

For our model, we use BERT in combination with features 

BERT- Based Chinese Coreference Resolution 
First A. Li Xiaoge, Second B. Wang Chaodong. 

Early reference resolution model was rule-based, of which 

two are the most representative. Hobbs algorithm [3] proposed 

by Hobbs is the earliest reference resolution method, which is a 

method of pronoun resolution based on grammar analysis tree. 

    Chaodong  Wang  is  with  the  Xi  'an  University  of  Posts  and 
Telecommunications, China (e-mail: 941020637@qq.com).
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of spans to represent word embeddings. The model architecture 

is shown in Figure 1, and we will present it layer by layer below. 

 
Figure 1: First step of our model, which computes embedding 

representations of spans for scoring potential entity mentions. Second 

step of our model, which computes the mention scores. The final 

coreference score of a pair of spans is computed by summing the 

mention scores of both spans and their pairwise antecedent score. 

A. BERT 

The purpose of the BERT layer is to obtain context-

dependent vectors and to make the resulting high-dimensional 

vector representation available for subsequent functional 

components. 

There are two traditional representations for obtaining text 

vectors: one-hot encoding and the classical language model 

Word2Vec [9] based on contextual information, but since the 

word vectors are determined once the training is completed, 

they cannot effectively distinguish between cases of multiple 

meanings of a word. The BERT based on bidirectional 

Transformer [10] can generate the corresponding 

contextualized vector representation based on the contextual 

information to solve the problem of multiple meanings of 

words. Apart from better bidirectional reasoning, one of 

BERT’s major improvements over previous methods is 

passage-level training, which allows it to better model longer 

sequences [11]. 

B. Bi-LST 

As an improved version of recurrent neural networks, 

LSTM mainly solves the gradient disappearance problem that 

occurs in RNNs with longer utterances. Since both RNN and 

LSTM are one-way temporal, only semantic information of 

past moments can be obtained. In order to make the characters 

obtain their antecedent and posterior semantic information at 

any moment, this model chooses to use a bidirectional LSTM 

neural network[12]: 

, ,( [ , ] )t d i t t d d ii W x h bσ += + (1) 

, ,( [ , ] )t d f t t d d ff W x h bσ += + (2) 

, ,( [ , ] )t d o t t d d oo W x h bσ += + (3) 

�
, ,tanh( [ , ] )t d C t t d d CC W x h b+= + (4) 

�
,, , , ,t dt d t d t d t d dC i C f C += +o o (5) 

, , ,tanh( )t d t d t dh o C= o (6) 

*

, 1 ,1[ , ]t t tx h h−= (7) 

Where   indicates the positive and negative directions of the 

LSTM module and   is the Sigmoid activation function. At 

moment  ,  is the output of the corresponding input gate,   is the 

output of the forget gate,   is the vector of candidates,   is the 

output after updating the cell status,   is the output of the 

LSTM,  ,  , ,  is the weight calculated for each variable. Finally, 

the output   in both forward and reverse directions is spliced to 

generate   as the final output of the LSTM layer. 

C. Attention 

This layer solves the problem of weighting different words 

by introducing an attention mechanism. Define iw  as the i -th 

candidate word in text T , and ( )first i  and ( )last i  as the indexes 

of the start and end in. Feed Forward Neural Network (FFNN) 

calculates the weight of each character and weights the weights 

of each character to obtain the attention vector iw%  

representation of the candidate word iw [15]: 
*FFNN ( )t tW xα αα = ⋅ (8) 

, ( )

( )

j

k

i j last i

k first i

e

e

α

α

α

=

=

∑
(9) 

�
( )

,

( )

last i

i i j j

j first i

w xα
=

= ⋅∑ (10) 

where ( )iδ  is the width feature and part of speech feature of 

the candidate iw%  (these features will be described in detail 

later). 

D. Span Representations 

Combining the word representations *

tx  of the above content 

mention with the attention vector iW% , the final representations 

of the candidate words are obtained as follows: 

� * *

( ) ( ), , , ( )i i first i last im w x x iδ =   (11) 

where ( )iδ  is the width feature and part of speech feature of 

the candidate iw%  (these features will be described in detail 

later). 
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E. Scoring Architecture 

Given these span representations, the scoring functions 

above are computed by FFNN: 

( ) FFNN ( )m m m iScore i W m= ⋅ (12) 

where � denotes the dot product, and FFNN denotes a feed-

forward neural network that computes a nonlinear mapping 

from input to output vectors. 

After getting all possible mentions, it is necessary to 

determine two by two whether they are a pair of possible 

mention pairs. Let there exist an ordered set 1 2{ , ,..., }kw w wω =  of 

k  candidate words for text , where if for iw , jw  there exists 

i j> , then there must be ( ) ( )frist i first j> ,and ( ) ( )last i last j>  if 

( ) ( )first i first j= . For all possible ( , )i jw w , the mention pairs 

representations ,i jp  are calculated as follows: 

, [ , , , ( , )]i j i j i jp m m m m i jδ= o (13) 

where o  is the Hadamard product, and the feature 

represented by ( , )i jδ  will be described in detail later. Finally, 

all possible mention pair scores are calculated by FFNN: 

,( , ) FFNN ( )p p p i jScore i j W p= ⋅ (14) 

The task goal of obtaining all co-referential chains in the text 

is equivalent to obtaining the most likely antecedent word 

1 2 1{ , , ,..., }i i iy Y w w wε −∈ =  for each candidate word iw  in ω , where 

ε  is an artificially added special element. If iy ε= , it means that 

iw  has the following possibilities: iw  is not a mention; iw  is a 

mention but no antecedent. 

For all the candidate words iw  to be confirmed, the co-

reference scores need to be calculated one by one with the 

elements in the corresponding set of possible antecedents iY  to 

obtain the most likely antecedent iy for iw . Let ( , )i jw w  be the 

candidate word pair to be calculated, and three sub-problems 

need to be considered: whether iw  is a mention; whether iw  is 

a mention; and whether jw  is the anteceded of iw . Combining 

the mention score and the mention pairs score, the co-referent 

score is calculated as follows: 

0
( , )

( ) ( ) ( , )

j

cr

m m p j

w
Score i j

Score i Score j Score i j w

ε

ε

=
= 

+ + ≠

(15) 

F. Features 

We add different features to the mention pairs 

representations and span representations respectively. In span 

representations, the mention width and the part of speech were 

added, this is because considering a reasonable mention that is 

not too long and usually ends with a noun, pronoun or noun 

phrase, this has a positive effect on determining whether the 

candidate is a mention or not. For part of speech, mention may 

have multiple part of speech combinations, so when 

representing mention features, we refer to the idea of one-hot 

coding: if the mention appears in a certain part of speech, it is 

set to 1 in the corresponding part of speech flag position and 0 

in the non-appearing part of speech flag position. Considering 

that the original data distribution is not changed, the z-core is 

chosen here: 

σ

xx
x

−
=′ (16) 

In mention pairs representations, the attribution feature and 

distance feature of the mention are added. The attribution 

feature is whether the two mention are in the same sentence. 

The features here is slightly different from the above (in span 

representations) in that the former is a mention-mention feature, 

while the latter is a single mention's own feature. So, these 

differences also determine that they will play different roles. 

V. EXPERIMENTS 

We use the Chinese coreference resolution data from the 

CoNLL-2012 shared task [13] in our experiments. This dataset 

contains 1391 training documents, 172 development 

documents, and 167 test documents, the domain distribution of 

its corpus is shown in Table 1. 
Table 1: Domain distribution of the corpus 

domain Volume of corpus 

News Hotline 250k 

Broadcast News 250k 

Broadcast Dialogue 150k 

Conversational Speech 150k 

Network Data 100k 

English text 300 

The hyperparameters of the experiments were selected as 

shown in Table 2. Since the hyperparameters do not change 

during the training of the neural network, pre-setting the 

appropriate hyperparameters for the model allows the model to 

learn effectively from the data. We conducted comparison 

experiments for different hyperparameters to filter out the best 

values. The experimental data are as follows. 
Table 2: Hyperparameters settings 

Name Value Remark 

Epoch 20 Number of training iterations 

BERT Learning Rate 1e-5 Learning rate of BERT parameters 

Task Learning Rate 2e-4 Learning rate of other parameters 

Max Segment Len 256 Maximum size of the BERT context window 

Dropout Rate 0.3 Dropout scale of the model 

LSTM Size 256 LSTM Hidden layer dimension 

FFNN Size 1000 FFNN Hidden layer dimension 

For BERT, the model achieves the best performance when 

the maximum size of the context window is 256, while the 

model performance decreases as the context window continues 

to increase. The analysis in this paper suggests that this is due 

to the fact that too long a window enhances the training 

difficulty and does not provide more effective contextual 

semantic knowledge than the original one. 
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Figure 2: Max Segment Len 

 
Figure 3: LSTM size 

The F1 value of the model increases and then decreases as 

the hidden layer dimension of LSTM and FFNN increases from 

small to large, presumably because the model achieves the best 

fit when the hidden layer dimension of LSTM is 256 and the 

hidden layer dimension of FFNN is 1000, respectively. 

 

Figure 4: FFNN size 

VI. RESULTS 

We report the precision, recall, and F1 for standard MUC, B-

cubed, and CEAF metrics using the official CoNLL-2012 

evaluation scripts. The main evaluation is the average F1 of the 

three metrics. 

A. Baselines 

Table 3 compare our model with four main baselines: (1) the 

original ELMo-based c2f-coref system[5], (2)its predecessor, 

e2e-coref[1], (3) ref-BERT[6](introduce BERT as an encoding 

layer to complement the contextual information of each input), 

and (4) c2f-BERT[14](replacing Glove and Bi-LSTM with 

BERT on top of c2f-coref). In particular, our model improves 

the state-of-the-art average F1 by 1.1. The most significant 

gains come from improvements in which is likely due to the fact 

that we have added features. 
Table 3: Results on the test set on the Chinese data from the CoNLL-2012 
shared task. The final column (Avg.F1) is the main evaluation metric, computed 

by averaging the F1 of MUV, B-cubed and CEAF. 

model 

MUC B-cubed CEAF 

Avg.F1 

P R F1 P R F1 P R F1 

e2e-coref 68.3 62.4 65.2 58.6 50.7 54.4 52.8 50.3 51.5 57.0 

c2f-coref 71.5 68.4 69.9 62.5 59.4 60.9 58.5 56.7 57.6 62.8 

ref- BERT 75.6 67.9 71.5 68.6 56.3 61.8 60.4 56.2 58.2 63.9 

c2f- BERT 74.9 72.4 73.6 66.4 63.3 64.8 64.1 59.8 61.9 66.8 

CCRM-BERT 79.6 71.2 75.4 70.5 61.8 66.2 64.2 60.3 62.3 67.9 

B. Ablations 

To show the importance of each of features in our proposed 

model, we ablate various parts of the features and report the 

average F1 on the development set of the data (see Table 4). 

Features play a key role in determining whether a candidate 

word is a mention, or whether two mentions are a mention pair. 

They contribute 3.5 F1 to the final result.

Table 4: Ablate various parts of the feature 

 
MUC B-Cubed CEAF 

Avg.F1 
P R F1 P R F1 P R F1 

-all_Feature 75.4 67.9 71.5 68.1 57.5 62.5 60.8 57.4 59.1 64.3 

-pOs_Feature 79.3 70.9 74.9 69.8 61.2 65.2 63.1 59.5 61.2 67.1 

-dis_Feature 79.9 71.5 75.7 70.1 61.4 65.8 62.2 58.4 60.3 67.3 

211



Conference Proceedings, Stockholm Sweden July 12-13, 2022

 

 

 

 

 

-wid_Feature 79.4 71.2 75.3 69.9 61.5 65.7 63.5 59.3 61.4 67.4 

-Sentence_Feature 79.4 71.1 75.3 69.9 62.2 66.1 63.2 59.7 61.5 67.6 

CCRM-BERT 79.6 71.2 75.4 70.5 61.8 66.2 64.2 60.3 62.3 67.9 

VII. ANALYSIS 

To highlight the strengths and weaknesses of our model, we 

conducted two sets of experiments, and our analysis of the 

results of these two sets of experiments is given below. 

A. Ablations 

In Table 3, the c2f-coref adds higher-order prior word 

relations to the e2e-coref, and the F1 is improved by 5.8. The 

effect is significantly improved in the relatively complex 

context of CoNLL, which proves the usefulness of higher-order 

prior word relations in the model. C2f-BERT outperforms c2f-

coref by 4 F1, illustrating the feasibility of BERT as an 

encoding layer instead of word embedding layer, and the 

superiority of BERT in understanding contextual information 

and generating the corresponding contextualized vectors. 

CCRM-BERT achieved better co-reference results on MUC, B-

Cubed and F1, with 1.8%, 1.4% and 1.1% improvement 

compared to c2f-BERT, respectively, indicating that the 

additional contextual information of Bi-LSTM can lead to 

better results of the model and proving the effectiveness of 

CCRM-BERT model. 

B. Features 

In Table 4, we ablate various parts of the features. The most 

significant impact on the model performance is the part of 

speech feature, which is added to the span representation for the 

purpose of better determining whether the span is a mention or 

not. A correct mention is mostly one or more combinations of 

pronouns, common nouns, proper nouns, and nouns with 

modifiers, while conjunctions or adverbs etc. are less likely to 

form a correct mention, so it is necessary to insert part of speech 

features in span representations. The distance feature has the 

largest effect in MUC, which is due to the fact that MUC prefers 

long span and ignores individual mentions. The farther the 

distance between two mentions, the smaller the probability that 

they are a mention pair, while the disregarded distance feature 

can better help the model perceive farther and longer mention 

pairs, but the opposite is true for shorter mention pairs. 

VIII. CONCLUSION 

We present the first Chinese co-reference resolution model 

that incorporates lateral information into the training. Our 

model ensemble improves performance on the OntoNotes 

benchmark by 1.1 F1. We showed the importance of features to 

determine whether a candidate is a mention or not. 
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Abstract—The purpose of the aspect-level sentiment analysis task 

is to identify the sentiment polarity of aspects in a sentence. Currently, 

most methods mainly focus on using neural networks and attention 

mechanisms to model the relationship between aspects and context, but 

they ignore the dependence of words in different ranges in the sentence, 

resulting in deviation when assigning relationship weight to other 

words other than aspect words. To solve these problems, we propose a 

new aspect-level sentiment analysis model that combines a multi-

channel convolutional network and graph convolutional network 

(GCN). Firstly, the context and the degree of association between 

words are characterized by Long Short-Term Memory (LSTM) and 

self-attention mechanism. Besides, a multi-channel convolutional 

network is used to extract the features of words in different ranges. 

Finally, a convolutional graph network is used to associate the node 

information of the dependency tree structure. We conduct experiments 

on four benchmark datasets. The experimental results are compared 

with those of other models, which shows that our model is better and 

more effective.  

 

Keywords—Aspect-level sentiment analysis, attention, multi-

channel convolution network, graph convolution network, dependency 

tree 

I. INTRODUCTION 

HE purpose of aspect-level sentiment analysis (ASA) is to 

identify the sentiment of each aspect of comments in an 

automated way. ASA can be summarized into two tasks: (1) to 

extract the aspects of the target sentence; (2) to classify the 

sentiment of aspects. In this paper, we mainly focus on the 

sentiment classification task of aspects. 

So far, the problem of sentiment classification has been 

solved by many methods. The early methods are based on 

dictionaries, but the construction and updating of dictionaries 

are very complicated and the generalization ability is poor. 

Support vector machine [1], decision tree [2] and Naive 

Bayesian [3] are also used to solve classification problems, but 

they are limited by the poor processing ability and 

generalization ability of complex texts. Due to the rise of deep 

learning and its powerful modeling ability, many people use 

neural networks to build models to establish the relationship 

between aspect words and context. Studies [4], [5 ] show that 

this method can strengthen the degree of association between 

aspect and other words. After that, more improved methods 

appeared on the basis of neural network, such as adding 

attention mechanism [6]-[9] and integrating the relative 

position relationship [10], the document knowledge [11] and 
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commonsense knowledge [12] of aspects. These methods make 

the effect of aspects-level sentiment classification better. 

However, most of them ignore important features of words and 

word dependencies in sentences. Although the attention 

mechanism allows the encoder to obtain associations between 

aspects and other words during encoding, it is difficult to 

capture the dependencies between words. These problems can 

lead to significant deviations in giving weight to words other 

than aspect words in the sentence relative to aspects words. 

 In order to solve these problems, the dependency tree 

structure is introduced into the task. Dependency trees can 

shorten the path between aspect and evaluation words, and can 

capture dependencies between words. For example, “I ate the 

salad in this restaurant, that was too much sauce in it, so it tasted 

too sweet,” using attention mechanism and relative position 

distance to associate aspect words with evaluation words, it will 

be difficult to connect salad with its evaluation word (sweet) for 

the above sentence. However, using syntactic dependency-

based analysis can shorten the direct distance between salad and 

sweet, so as to get better results in the later modeling. Graph 

convolution neural network [13] can capture the local 

relationship of nodes in the graph by combining the 

characteristics of nodes. The dependency tree is used as input 

and encoded by bidirectional Long Short-Term Memory neural 

network (LSTM). The results are used as the characteristics of 

graph convolution neural network nodes, and then graph 

convolution neural network is used for aspects-level sentiment 

classification [14]. After that, there are more and more fusion 

based on dependency tree and neural network [15]-[18]. 

However, when encoding node features, they only focus on 

words and dependencies between words in the same range, 

lacking dependencies in different ranges. In the process of 

position fusion, the relative position is used instead of the word 

and the path between words in the dependency tree, which will 

give wrong weight to some irrelevant words. 

In this paper, we combine multi-channel convolution and 

graph convolution to solve the problem of word dependence in 

different ranges, and also solve the optimization problem of 

assigning weight between words. 

The main works of this paper are as follows: 

We propose a new aspects-level sentiment analysis model. 

The multi-channel convolution neural networks and graph 

convolution neural networks are combined for aspects-level 

sentiment classification. Text convolution neural network 

 
 

Jiajun Wang, Xiaoge Li 

Aspect-Level Sentiment Analysis with Multi-Channel 

and Graph Convolutional Networks 

T 

213



Conference Proceedings, Stockholm Sweden July 12-13, 2022

 

 

represents the text in the form of n-gram, so as to extract the 

local features. The graph convolution neural network is used to 

calculate the aspect words and context interactively. At the 

same time, the complex and irregular syntactic structure can be 

processed to obtain the long-distance syntactic information 

corresponding to the aspect words. 

We replace the traditional relative position distance with the 

path distance of other words corresponding to aspect words in 

the dependency tree. This method solves the problem that the 

relative position distance cannot be correctly represented for 

complex and aspect words depend on long-distance information. 

We combine multi-channel convolutional neural network 

and LSTM in different orders and compared them both 

experimentally under the same conditions. The results show 

that the best results are obtained by first using LSTM for 

context encoding and then using multi-channel convolutional 

neural networks to extract features in different ranges. 

We compare the experimental results of different number of 

channels and the number of convolution kernels, and also 

compare the effect of different layers of GCN on the 

experimental results. These comparative experiments allow us 

to choose the optimal parameters for the experiments. 

II. RELATED WORK 

Sentiment classification can be divided into text level, 

sentence level and aspect level. In contrast, aspect level 

sentiment analysis is more widely used and studied than the 

other two. It belongs to the fine-grained task of sentiment 

analysis, which aims to analyze the sentiment polarity of 

specific aspects in sentences. For example, “The food in this 

restaurant is delicious”. Through the aspect-level sentiment 

analysis of food, it can be concluded that its sentiment polarity 

is positive. For aspect-level sentiment analysis, attention 

mechanism and neural network are used to model in the early 

stage, and the following models are obtained: ATAE-LSTM [4] 

splice word embedding and aspect embedding, and then passes 

the result through attention; MEMNET [5] uses multi-layer 

computing layers, each layer includes an attention layer and a 

linear layer; IAN [8] uses the attention mechanism to model 

aspects and contexts; RAM [6] (Recurrent Attention Network 

on Memory) is used to extract sentiment information separated 

by long distance. After that, the basic neural network has been 

improved and innovated, and many new models have been 

obtained. PF-CNN [19] uses a new parametric convolutional 

neural network. MGAN [7] can learn the representation 

containing sentence and aspect related information, integrate it 

into the multi granularity sentence modeling process, and 

finally get a comprehensive sentence representation. 

TRANSCAP [20] proposes a transfer capsule network model 

that transforms document level knowledge into aspect-level 

sentiment classification. IACAPSNET [21] proposes a capsule 

network with Interactive Attention. Although these models 

have achieved good results in aspect-level sentiment analysis 

tasks, they do not make use of the dependency between words.  

In order to model the dependency of words in aspect-level 

sentiment analysis, dependency tree and GCN (Graph 

Convolution Network) are introduced. After that, many people 

modeled on this basis. CDT [14] uses LSTM to represent the 

characteristics of a sentence, and further improves the 

embedded GCN to directly operate the dependency tree of the 

sentence. ASGCN [16] passes the features encoded by LSTM, 

through GCN layer, and then carries result operation with the 

initial coding. AEGCN [18] proposed in this paper is mainly 

composed of multi head attention and an improved graph 

convolution network based on sentence dependency tree. 

kumaGCN [22] integrates graph convolution neural network 

with gate and attention mechanism. 

III. THE PROPOSED MODEL 

The architecture of our model (TANGCN) is shown in Fig. 

1. 

                
 

                                                                                           Fig. 1 Model architecture 
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A. Relative Graph Path of Aspects 

In the past, most people used relative position to determine 

the positional relationship between aspects words and other 

words. For example, “This computer screen is very cool.” The 

relative positional relationship between aspect (screen) and 

other words is shown in Fig. 2. 

 

 

Fig. 2 Relative position of aspects 

 

We propose to replace the previous relative position 

annotation with the path of aspects and other words in the 

dependency tree. The above sentence is represented in the form 

of a graph in the form of a dependency tree as shown in Fig. 3. 

 

 

Fig. 3 Dependency tree 

 

From the graph structure of Fig. 3, a new position code can 

be obtained as shown in Fig. 4. It is embedded into word vector. 

 

 

Fig. 4 Relative graph path of aspects 

B. Word Embedding 

The 300-dimensional word vector of pre-trained Glove, 50- 

dimensional part of speech representation and 50-dimensional 

path representation are used to represent the input sentence. The 

sentence is represented by !" = {"#, "$, "%, & , "'(#, "'}. The 

aspect is represented by!) = {)#, )$, )%,& , )*(#, )*}. n is the 

length of the sentence and t is the length of the aspect word. The 

dimension of word embedding is 400. 

C. Bi-LSTM Layer 

LSTM can only predict the output of the next time according 

to the timing information of the previous time. But on most 

issues, we should not only pay attention to the previous 

information, but also pay attention to the future information, so 

bidirectional LSTM (BiLSTM) is introduced. The BiLSTM 

structure is shown in Fig. 5. 

 

Fig. 5 BiLSTM structure 

 

The core structure of BiLSTM can be regarded as an ordinary 

unidirectional LSTM, which is divided into two directions, one 

is forward with the input timing and the other is reverse with 

the input timing. As shown in Fig. 5, after the sentence  " =
{"#, "$, "%, & , "'(#, "'}  is input to BiLSTM, the forward 

LSTM represents the learned hidden state as 

{+#---/, +$----/, +%----/,& , +'(#---------/, +'----/} and the hidden state learned by reverse 

LSTM is {+#0---, +$0----, +%0----, & , +'(#0---------, +'0----}. Finally, the two are spliced 

to get 1 = {+#, +$, +%, & , +'(#, +'} . In this way, the context 

information corresponding to the aspect word is captured.  

D. Multi-Head-Self-Attention Layer 

Multi-head self attention is an attention mechanism that can 

operate in parallel in space. In this paper, 1 =
{+#, +$, +%, & , +'(#, +'} is regarded as an input feature. After 

passing through the attention layer, a new feature 2 =
{2#, 2$, 2%, & ,2'(#, 2'}  containing the degree of 

association between words is obtained. Firstly, the input 

features Y are multiplied by three matrices (B1, B2 and B2) to 

obtain three matrices (Q, K and V).   
 

3 = 145           (1) 

 

6 = 147           (2) 

 

8 = 149            (3) 
 

Secondly, the definition of attention is given. 
 

)::;<:>?<@3, 6, 8A = B?C:DEF GHIJKLMN8   (4) 

 

The above formula is actually the weighted calculation of V. 

The weight is softmax (*) before V. In softmax, the similarity 

score is obtained by the dot product operation of Q and K, and 

then use KOP  to adjust size. The multi-head-self attention 

mechanism is obtained by linearly changing the initial Q, K and 

V matrix to obtain the following matrix. 

 

3 = {35, 37, 39,& , 3'}       (5) 

 

6 = {65, 67, 69,& , 6'}       (6) 

 

8 = {85, 87, 89,& , 8'}       (7) 

 

215



Conference Proceedings, Stockholm Sweden July 12-13, 2022

 

 

The h is the number of heads. Each head does not share a 

parameter matrix. Make an attention to each head, repeat h 

times, and then splice the results. 
 

Q;EOR = )::;<:>?<S3TRH , 6TRI , 8TRUV     (8) 

 

2WX:>Y;EO@3, 6, 8A = Z?<[E:@Q;EO# , & , Q;EO\A!!  (9) 

E. Multi-Channel-Convolutional Layer 

We use two types of convolution kernels in the convolutional 

layer to extract the associations between words in different 

scopes. Their width is equal to the dimension of the input word 

vector. Their heights are 2 and 3 respectively. The number of 

convolution kernels is 150. In this paper, 2 =
{2#, 2$, 2%, & ,2'(#, 2'}! is regarded as an input feature. 

After passing through this layer, a new feature Z =
{Z#, Z$, Z%, & , Z'(#, Z'} is obtained. Multi-Channel-

Convolutional structure is shown in Fig. 6. 
 

 

Fig. 6 Multi-Channels-Convolutional structure 

 

Set the number of input features be n. The input matrix is 

2]'×^_`L!abcaLLR'defgh . )]Rijh   stands for lines i to j. The 

convolution operation can be expressed by the following 

formula; w is convolution kernel; h is the height of the 

convolution kernel. 
 

?R = k l )]RiRm\(#h, > = 5,7,� , < n Q o 5    (10) 

 

The obtained result is added with bias b, and then activated 

using the activation function to obtain the desired feature. 

Finally, max pooling is used for pooling. 
 

[R = C@_fmcA            (11) 

F. Graph Convolution Network Layer  

Graph Convolution Network is suitable for processing graph 

structure data with rich correlation information. According to 

the feature representationZ = {Z#, Z$, Z%, & , Z'(#, Z'}  of the 

previously generated words and the dependency tree generated 

according to the sentences, the information required by the 

graph convolution neural network can be obtained. The 

dependency tree can be seen as a graph p = @q, rA. Nodes V 

represent words, and edges E represent the relationship between 

words. Z = {Z#, Z$, Z%, & , Z'(#, Z'}  represents the 

characteristic representation of each word. By constructing 

|8| × |8| the adjacency matrix A can be obtained. )st= 1 if 

node i is connected to node j, otherwise )st = 0. In order to make 

the GCN model and embed nodes more effectively, each node 

in the graph is allowed to have self-loops. 
 

)u = ) o v          (12) 
 

Where )u is the adjacency matrix plus the identity matrix v of 

the graph. The graph convolution of a node can be described as: 
 

wR = @x )uRj'jy# A(#         (13) 

 

QR@Pm#A = zSx wR)uRj@TPQj@PA'jy# o ~@PAA!V   (14) 

 

Where!TP  is the weight matrix, ~@PA!!is the offset vector, z 

is a nonlinear function. Qj@PAis the hidden state of node j after 

passing through the k-1-layer GCN. wR is the reciprocal of the 

degree of node i in the graph. After passing through the k-layer 

GCN, we get the final output Y = {Q#, Q$, Q%, & , Q'(#, Q'} of 

the k-layer. Then I mask it to get the feature representation ) =
{E#, E$, E%, & , E*(#, E*} of the aspect word we need. Where t is 

the length of aspect word. Mask function is an operation 

function that multiplies input and mask matrix. 

 

{E#, E$, & , E*(#, E*} = 2)�6@{Q#, Q$, & , Q'(#, Q'}A (15) 

 

This feature A represents the fusion of context related 

information extracted by LSTM, the degree of association 

between words obtained by attention mechanism, the feature 

relationship between words in different ranges extracted by 

multi-channel convolution and the information aggregated by 

GCN. We use average pooling to average the information in the 

aspect word vector to obtain the final feature representation. 
 

� = )�;�E�;!�??X><�@{E#, E$, E%, & , E*(#, E*}A (16) 
 

Finally, the feature representation is input to the softmax 

layer for sentiment distribution probability calculation. Where 

r is the category of classification. T�!and ~�!are the learned 

weight matrix and bias, respectively. 
 

� = �?C:DEFST�� o ~�V      (17) 

IV. MODEL TRAINING 

This model is trained by the standard gradient descent 

algorithm with the cross-entropy loss.  
 

�?BB = nx !R x +RjX?�! +�Rjj��       (18) 

 

Where i represents the subscript of the i-th aspect sentence 

and j represents the sentiment category of the j-th sample 

sentence. y represents the true sentiment distribution of the 

sentence. +�!! represents the predicted sentiment distribution of 

the sentence.  
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V. EXPERIMENTS 

A. Datasets  

In order to prove the superiority and effectiveness of 

TANGCN, we evaluate the performance of this model on 

restaurant reviews (Rest14; Rest16[23]), laptop reviews 

(Laptop14) [24] and Twitter reviews [25]. The details of the 

experimental data are shown in the Table I. 
 

TABLE I 

DISTRIBUTION OF SAMPLES BY CLASS LABELS ON BENCHMARK DATASETS 

Polarity 

 

Dataset Rest14 Laptop14 Rest16 Twitter 

 
Positive 

Train 
 

Test 

2164 
 

727 

976 
 

337 

1657 
 

611 

1507 
 

172 

 
 

Neutral 

 
Train 

 

Test 

 
637 

 

196 

 
455 

 

167 

 
101 

 

44 

 
3016 

 

336 

 

 

Negative 
 

 

Train 

 
Test 

 

807 

 
196 

 

851 

 
128 

 

748 

 
204 

 

1528 

 
169 

B. Parameters  

In this experiment, we use a 96-dimensional LSTM 

embedding for each word. The dependency tree structure of 

sentences is developed by Stanford parser. The batch size is 32. 

The number of self-multi-head attention heads is 8. Multi-

channel convolution uses two convolution kernels, all of which 

have widths equal to the dimension of the word vector, and 

heights of 2 and 3 respectively. The number of convolution 

kernels is 150.The number of GCN layers is 2. 

C. Effect of CNN and LSTM order  

Multi-channel-Convolutional-LSTM: Firstly, the local 

features of the text are extracted by Multi-Channel-

Convolutional, and then the long-distance features of these 

local features are extracted by LSTM. 

LSTM-Multi-Channel-Convolutional: Firstly, the long-

distance features of the text are extracted by LSTM to obtain 

the new text fused with the context, and then the local features 

of the new text are extracted by Multi-Channel-Convolutional. 

The results on rest16 and twitter are shown in Fig. 7 and Fig. 8 
 

 

Fig. 7 Model effect comparison (Rest16) 

 

 

Fig. 8 Model effect comparison (Twitter) 

 

From the experimental data, it can be concluded that the 

effect of LSTM-Multi-Channel-Convolutional is the best and 

Multi-Channel-Convolutional-LSTM is the worst.  

D. Effect of Different Convolution Kernel Size and Number  

In the process of text convolution using multi-channel 

convolutional networks, the parameter that has a great impact 

on the size and number of convolution kernels. In this paper, 

the experimental results of multi-channel convolution kernel 

and single channel convolution are compared. We use the width 

of the convolution kernel equal to the dimension of the word 

vector. We use convolution kernels with heights of 2, 3 and 4 

to combine to obtain two multi-channel convolutional layers. 

One combination is convolution kernel heights 2 and 3 ([2,3]), 

and the other is convolution kernel heights 2, 3 and 4 ([2,3,4]). 

For single-channel convolutional layers, we use a convolutional 

kernel height of 2 ([2]). The experimental data are Twitter and 

Rest14. In order to compare the effect of different numbers of 

convolution kernels on our experimental results, in the case of 

a combination of kernel heights of 2 and 3 ([2,3]), we conduct 

experimental comparisons with the number of convolution 

kernels of 50, 100, 150 and 200 respectively. The experimental 

results are shown in Fig. 9 and Fig. 10. 

 

 

Fig. 9 Effect of different numbers of convolution kernels (Twitter) 
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Fig. 10 Effect of different numbers of convolution kernels (Rest14) 

 

It can be seen from the Fig. 9 and Fig. 10 that under the same 

number of channels, the best result is to choose 150 convolution 

kernels for the four types. In order to compare the effect of 

different size of convolution kernels on our experimental results, 

in the case of using 150 convolution kernels, we conduct 

experimental comparisons with the size of convolution kernels 

of [2], [2,3] and [2,3,4] respectively. The experimental results 

are shown in Fig. 11 and Fig. 12. 
 

 

Fig. 11 Effect of different convolution kernel sizes (Twitter) 

 

 

Fig. 12 Effect of different convolution kernel sizes (Rest14) 

 

It can be seen from the Fig .11 and Fig .12 that [2,3] is the 

best for the three channel numbers under the same number of 

convolution kernels 

E. Effect of GCN Layers  

The number of layers in graph convolution neural network is 

a parameter that has a great influence on the results. Based on 

the original model, the number of layers of GCN is changed, 

and the experimental results of Laptop14 are statistically 

analyzed. The comparison results are shown in the Fig. 13.  

 

Fig. 13 Effects of the number of GCN layers 

 

It can be seen from the data statistical chart that with the 

increase of GCN layers, the accuracy of experimental results 

and F1-Score are changing. Firstly, after increasing from 1 layer 

to 2 layers, the accuracy and F1-Score increase. Then from 2 

layers, the accuracy and F1-Score show a downward trend with 

the increase of the number of layers. Therefore, the GCN in this 

model adopts a 2-layer structure.  

F. Experimental Results  

TableⅡ shows the experimental results of each model on four 

different data sets. Compared with the model after integrating 

the dependency tree structure and considering the dependency 

relationship between words, we can find that the experimental 

results obtained by using only attention mechanism and neural 

network for aspect words and context modeling in the early 

stage are lower, Thus, it is proved that the dependency tree can 

improve the aspect-level sentiment analysis, and the graph 

convolution neural network is effective for this task. Compared 

with the models integrated with the dependency tree, it can be 

seen that the experimental results of CDT, ASGCN, AEGCN 

and kumaGCN are basically lower than the TANGCN model in 

this paper in accuracy and F1-Score, and only the accuracy of 

ASGCN on rest16 dataset is higher than the model in this paper. 

Therefore, it is proved that using the path distance of graph as 

the coding fusion of words and using multi-channel text 

convolution to extract the dependencies of words in different 

ranges can make the classification task more accurate. 
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TABLE Ⅱ 

EXPERIMENTAL RESULTS 

Models 
Rest14 Rest16 Twitter Lap14 

ACC F1 ACC F1 ACC F1 ACC F1 

ATAE-LSTM 77.20 - - - - - 68.70 - 

MEMNET 80.95 - - - - - 72.21 - 

IAN 78.60 - 78.60 - - - 72.10 - 

RAM 80.23 70.80 - - 69.36 67.30 74.49 71.35 

PF-CNN 79.20 - - - - - 70.06 - 

MGAN 81.25 71.94 - - 72.54 70.81 75.39 72.47 

HSCN 77.80 70.20 - - 69.60 66.10 76.10 72.50 

TRANSCAP 79.55 71.41 - - - - 73.87 70.10 

IACAPSNET 81.79 73.40 - - - - 76.80 73.29 

ANTM 82.49 72.10 - - 72.35 69.45 75.84 72.49 

CDT 82.30 74.02 85.58 69.93 74.66 73.66 77.19 72.99 

ASGCN 81.22 72.94 88.99 67.48 72.69 70.59 75.55 71.05 

AEGCN 81.04 71.32 87.39 68.22 73.16 71.82 75.91 71.63 

kumaGCN 81.43 73.64 - - 72.45 70.77 76.12 72.42 

TANGCN 82.61 74.42 86.51 69.97 75.37 74.01 77.65 73.88 

VI. CONCLUSION 

In this paper, we use dependency trees in aspect-level 

sentiment analysis to enforce semantic dependencies between 

words and address long-distance dependencies. We use a multi-

channel convolutional neural network to solve the problem of 

extracting dependencies between words in different ranges. 

GCN is used to aggregate the information around each word 

and finally get the sentiment polarity of the aspect word. 

Compared with other models, our model is more accurate and 

effective on multiple datasets. In future work, we will pay more 

attention to the research and improvement of graph structure 

construction to solve the noise problem of dependency trees.  
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Abstract—There is a lot of repetitive work in the traditional
construction industry. These repetitive tasks can significantly improve
production efficiency by replacing manual tasks with robots. There-
fore, robots appear more and more frequently in the construction
industry. Navigation and positioning is a very important task for
construction robots, and the requirements for accuracy of positioning
are very high. Traditional indoor robots mainly use radio frequency
or vision methods for positioning. Compared with ordinary robots,
the indoor plastering robot needs to be positioned closer to the wall
for wall plastering, so the requirements for construction positioning
accuracy are higher, and the traditional navigation positioning method
has a large error, which will cause the robot to move. Without the
exact position, the wall cannot be plastered or the error of plastering
the wall is large. A new positioning method is proposed, which is
assisted by line lasers and uses image processing-based positioning
to perform more accurate positioning on the traditional positioning
work. In actual work, filter, edge detection, Hough transform and
other operations are performed on the images captured by the camera.
Each time the position of the laser line is found, it is compared with
the standard value, and the position of the robot is moved or rotated
to complete the positioning work. The experimental results show that
the actual positioning error is reduced to less than 0.5 mm by this
accurate positioning method.

Keywords—Indoor plastering robot, Navigation, Precise position-
ing, Line Laser, Image processing

I. INTRODUCTION

As the population growth rate continues to decrease and

the labor force decreases, all walks of life seek to improve

productivity through the widespread use of robots, but due

to the uncertainty of the construction industry, the complex

construction environment, and the degree of danger is second

only to the mining industry, the current construction industry is

still dominated by traditional worker decoration, which makes

it difficult to improve production efficiency.

The interior decoration work is also gradually replaced by

robots. The main tasks that can be done by robots in interior

decoration are as follows: Article [1] introduces the paste of

tiles, and article [2] introduces the use of robots to complete

the painting of walls, article [3, 4] introduced the plastering

work of the wall. The plastering work of the wall means that

for the newly built house, it is often necessary to manually

plaster the wall with cement mortar, so that the wall of the

whole room becomes flat, which is more conducive to the

subsequent fine decoration work.

generally divided into lidar-based SLAM technology or com-

puter vision technology-based SLAM technology [8], these

two technologies are mostly used in sweeping robots, shopping

guide robots in shopping malls and other fields.

In the wall plastering work, the robot needs to achieve

autonomous navigation and positioning to the specific position

of the wall to be plastered. Traditional positioning methods

are generally not used in the field of construction, and SLAM

methods based on vision or lidar cannot meet the requirements

of building construction scenarios in terms of time and accu-

racy. The basic technical method of SLAM is: first, the robot

scans indoors, and then according to the collected images, the

feature points are matched to estimate the motion trajectory,

and then the key frames are selected to finally realize the map

generation. That is to say, the strategy of mapping first and

then positioning is adopted. For the traditional SLAM method,

the method of ”mapping first, then positioning” is adopted.

Most of the time will be spent on the generation of the map,

and the accuracy will also be lost on each key frame selection

step.

For fine wall plastering work, the precision of the robot

is higher. In the actual construction project, the flatness error

of the plastered wall surface is required to be within 0.5 mm.

Therefore, it is necessary to propose a method according to the

actual engineering needs. New low-cost, high-accuracy, and

low-time-consuming methods to implement indoor localization

methods.

In order to solve the above problems, this paper proposes an

accurate positioning method for indoor plastering robots based

on line laser assistance. This method makes more accurate

positioning and navigation of the robot by visually recognizing

the laser line and adjusting it dynamically until the error is

less than the threshold. Calibration ensures that the maximum

accuracy of wall plastering can be achieved, so that the final

plastered wall is flat.

II. PLASTERING ROBOT STRUCTURE

The structure of the entire indoor robot accurate positioning

system can be simplified as shown in Fig. 1, including a line

laser transmitter and the robot itself. In indoor architectural

scenes, there are mainly wired laser transmitters and the robot

itself. The line laser transmitter emits line lasers parallel to

the wall. The robot includes a fuselage, a mechanical pole,

a plastering head, a mobile car, two RGB high-definition

cameras and the light receiving plate, the body is placed on

the mobile trolley, the plastering head is connected to the body

through a mechanical rod, the light receiving plate is set at

the bottom of the back of the fuselage, and is used to capture

the image on the light receiving plate. Fig. 2 shows the light
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Accurate Positioning Method of Indoor Plastering

Robotbased on Line Laser

For indoor plastering, robot positioning and navigation

technology is very important. In recent years, many indoor

positioning technologies have emerged, such as base station

positioning, wi-fi positioning, radio frequency tag positioning,

visual positioning and other technologies [5–7]. At present, the

commonly used robot positioning and navigation technologies

are mostly simultaneous localization and mapping (SLAM),
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Fig. 1. Plastering Robot Structure

Fig. 2. The relationship between the camera and the light receiving board

receiving plate and the camera in the the actual position in the

robot.

Fig. 3 shows the relationship between the robot and the

laser. A line of laser line parallel to the wiper head is drawn,

and the position of the line laser in the field of view of the left

and right cameras is recorded to obtain the calibration values

Y1 and Y2.

III. ACCURATE POSITIONING SYSTEM PROCESS

The accurate positioning of the robot can be achieved by

the method based on image processing, which can make the

positioning and navigation of the robot more accurate. The

overall accurate positioning process can be divided into three

parts: the first part is the calibration module, which is used

to determine the calibration line; the second part is the image

processing module, which is used to identify the laser line in

real time during the accurate positioning process; and the third

part is the movement parameter calculation module, which is

used to control the angle and distance of the robot’s movement

each time. The three parts coordinate and cooperate to form

the accurate positioning system of the entire robot. The entire

process is shown in Fig. 4 below.

Fig. 3. The relationship between the robot and the lase

Fig. 4. Accurate positioning system process
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Fig. 5. Convert the laser line to a straight line

IV. IMAGE PROCESSING MODULE OF ROBOT

In the third chapter, it is mentioned that the camera can

identify the laser image to obtain specific calibration values.

Taking a high-definition 1080P non-distortion camera as an

example, the pixels of the captured picture are 1920*1080.

After ordinary positioning and navigation, the robot can be

moved to the light receiving board. To obtain the position of

the line laser, for the laser line appearing on the light receiving

plate, the monocular high-definition camera scans to obtain

the image, as shown in Fig. 5, it is hoped that the center of

the laser can be extracted as a straight line through image

processing.

In order to process the laser line, it is necessary to identify

the significant part of the laser, and then convert it into a

straight line in the middle band, and operate through a series

of image processing methods. The main process is shown in

Fig. 6.

A. Histogram Equilibrium

In the actual construction environment, due to the different

lighting conditions of the construction room, in the image

content to be extracted, the inconsistent brightness of the

image will lead to inconsistent brightness of the laser. In order

to eliminate this effect, the image is converted to grayscale at

the beginning. Then perform histogram equalization, which

can reduce the interference caused by too high or too dark

brightness, and achieve the effect of image enhancement.

Fig. 6. Image processing flow

B. Filter

The clearer the image, the more noise it contains. The pic-

ture becomes clearer after histogram equalization. Therefore,

Gaussian filtering is used to filter out the high-frequency noise

in the image, and because the laser line to be identified in the

image is in the horizontal direction. According to the filtering

method proposed in article [9], a smaller Gaussian kernel can

be used in the horizontal direction, and a larger Gaussian

kernel can be used in the vertical direction. The size of the

Gaussian kernel used here is (2k+1, 4k+1), after filtering, the

value Fij of the Gaussian filter at the original image (i, j) can

be obtained by the formula (1), and then the median filter is

used to eliminate the salt and pepper noise.

Fij =
1

2πσ2
exp(−

(i− k)
2
+ (j − 2k)

2

2σ2 ) (1)

C. Brightness filtering

Since the scene is a construction industry scene, there will

inevitably be a lot of dust particles in the image. In this

case, in order to filter it, a filtering method based on the

brightness feature of the laser line is proposed, which converts

the image from RGB to HSV means, and then filter the

HSV channel of the pixel to the V channel (brightness) to

determine the brightness value of each pixel. If the brightness

value exceeds the threshold, it is considered to be a brighter
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laser spot, otherwise it is a non-laser spot, that is, formula

(2), where α, β, γ are the HSV channel thresholds set in

advance through measurement and judgment. For pixels with

insufficient brightness, they are directly set to full black,

otherwise the pixels are still the original value.

Phsv(x,y) ≤ α, β, γ , Phsv(x,y) = 0 (2)

D. Edge detection

For the filtered pixel, it is still a blurred laser strip. In order

to extract the laser into a straight line, the edge of the laser

needs to be extracted. The Sobel operator in the Y direction [9]

is used to detect the edge of the image. Then two obvious

horizontal straight lines can be obtained, which are the upper

and lower edge lines of the laser.

E. Hough transform for straight line fitting

After edge detection, many straight line segments are de-

tected on the edge, but the lengths and slopes of these straight

line segments are different, and effective line segments need

to be extracted. Here, the Hough transform method with

transformable parameters is used, and the threshold value is

selected by the voting mechanism. For many short straight line

segments with many points, this line segment is represented

by the starting point and the end point, and a feedback

mechanism is added at the same time. If the number of

endpoints is too small at this time, the parameter threshold

of the Hough transform should be relaxed, otherwise, the

adjustment threshold can be strengthened. After obtaining

many straight line segment endpoints, first use the RANSAC

algorithm [10] to filter out the outer points, and then use the

least squares method to fit valid points. A large number of

points on the upper and lower edges of the laser are fitted as

a straight line in the middle of the laser. This method solves

the problem of precision loss caused by too thick laser lines.

V. MOVEMENT PARAMETER CALCULATION MODULE OF

ROBOT

In the second chapter, a straight line that can represent the

laser line is obtained through image processing. Since the

distance between the plastering robot and the wall must be

a fixed value, the position where the laser line should be can

be determined by pre-calibration. This straight line is called

the calibration straight line. By comparing the straight line

obtained by fitting each time with the calibration straight line,

the distance and angle that the robot should move can be

calculated.

A straight line reflecting the actual robot position can be

obtained by image processing. The intersection of the straight

line and the left and right field of view of the camera is

represented by Y1 and Y2. We use Y1 and Y2 to represent

the actual calibration position. The resolution of the camera

used is 1920*1080. Therefore, the left and right endpoints of

the calibration line and the fitted line are (0, Y1), (0, Y2),

(1080, Y 1′), (1080, Y 2′) . To enable the robot to move to the

calibrated position, the translation is to move the two lines to

coincide, as shown in Fig. 7.

Fig. 7. Calibration line and actual straight line

TABLE I
ADJUSTMENT VALUE EACH TIME DURING A ACCURATE POSITIONING

PROCESS

Number Distance(mm) Angle(◦)

1 8.5 0.30

2 1.3 0.06

3 0.4 0.00

4 0.1 0.00

5 0.0 0.00

In order to overlap the two straight lines, it is only necessary

to calculate the distance and angle that the straight line

needs to move. Through the calculation, the distance that the

plastering robot needs to move in the Y direction is Yd. The

calculation formula is as formula (3), where alpha is The

amount of pixels represented by one millimeter in practice, the

rotation angle that the robot needs to move is theta, and the

calculation formula is as formula (4), where D is the distance

between the edges of the two cameras, that is, the distance

marked in Fig. 7.

Yd =
(Y 1− Y 1′ + Y 2− Y 2′)

2α
(3)

θ = arctan
(Y 1− Y 1′)− (Y 2− Y 2′)

2αD
(4)

VI. EXPERIMENT

Based on this method, the robot is tested for accurate posi-

tioning. Table I represents the accurate positioning results in

one experiment. Through five continuous accurate positioning,

the distance and angle adjusted each time, it can be seen that

with the increase of the number of times, each time Both the

distance and the angle of movement are gradually reduced

until a set threshold is reached.

Based on this method, within a distance of 2 mm, through

ten times of precise positioning, the actual distance measured
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TABLE II
TEN PRECISE POSITIONING OF THE ACTUAL DISTANCE VALUE

Locating Number precision(mm)

1 2.1

2 1.5

3 2.3

4 1.8

5 2.4

6 1.6

7 1.8

8 2.1

9 2.6

TABLE III
INDOOR POSITIONING TECHNOLOGY COMPARISON

Techology precision

Wifi-based fingerprint method 1–5m

Radio Frequency Identification 0.05–5m

Ultra Wideband Technology 6–10cm

Infrared technology 5–10m

Ultrasonic technology 1–10cm

Visual positioning 0.01–1m

Inertial navigation 2–10m

Lidar SLAM 5–10mm

Accurate positioning based on line laser 0.1–0.5mm

each time is shown in Table II. It can be seen that through this

method, the error of the moving distance is basically controlled

within 0.5 mm.

Through this method, the accuracy of indoor positioning

is improved to within the range of 0.5 mm. Compared with

the traditional indoor positioning technology, the accuracy is

shown in Table III. It can be seen that the accuracy of this

method is higher than that of the traditional method.

VII. CONCLUSION

In this paper, a accurate positioning method based on line

laser assistance is proposed, which helps the construction

plastering robot to perform accurate positioning work by iden-

tifying the laser line through image processing, and improves

the positioning accuracy to within 0.5 mm, which greatly

improves the positioning accuracy of industrial robots, also

makes the wall surface smoother. Has huge application value

in industry. In the follow-up experiments, it is planned to use

a better calculation method to abandon the disadvantage of

determining the benchmark in advance, and to perform the

positioning work in real time during the work process.
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JingWei Yu, Hongyang Yu

Abstract—At present, the increasingly serious air pollution in
various cities of China has made people pay more attention to
the air quality index(hereinafter referred to as AQI) of their
living areas. To face this situation, it is of great significance to
predict air pollution in heavily polluted areas. In this paper, based
on the time series model of LSTM, a spatiotemporal prediction
model of PM2.5 concentration in Mianyang, Sichuan Province is
established. The model fully considers the temporal variability
and spatial distribution characteristics of PM2.5 concentration.
The spatial correlation of air quality at different locations is
based on Air quality status of other nearby monitoring stations,
including AQI and meteorological data to predict the air quality
of a monitoring station. The experimental results show that the
method has good prediction accuracy that the fitting degree
with the actual measured data reaches more than 0.7 which can
be applied to the modeling and prediction of the spatial and
temporal distribution of regional PM2.5 concentration.

Index Terms—LSTM,PM2.5,Deep Learning,AQI

I. INTRODUCTION

Particulate pollutants are one of the most serious pollutants

affecting human health. PM10 is usually defined as inhalable

particulate matter with an aerodynamic diameter less than

10um. PM10 can be inhaled by the human respiratory tract and

penetrate deep into the human lung, stimulating the pulmonary

capillaries and causing difficulty in breathing; while PM2.5

is defined as aerodynamic Fine particles with a diameter of

less than 2.5µm can break through the lung air-blood barrier

and enter the human blood system, and because the complex

structure aggregates composed of them have a larger surface

area than the simple structure aggregates composed of large

particles, they are easier to adsorb Some heavy metals and

organic substances that are harmful to human health have

higher toxicity. It usually affects the respiratory, circulatory

and central nervous systems, body metabolism and immunity,

genitourinary system, blood system, digestive system, and skin

to varying degrees [?].

In my country, the problem of air pollution is becoming

more and more serious. Since the reform and opening up,

my country’s economy has been rising steadily, and the

modernization process has been advancing rapidly. However,

the development method in the early stage of reform and

opening up has brought important losses and problems to my

country’s ecological environment. Extreme air pollution events

occur frequently throughout my country. In 2020, among the

337 cities in the country, 202 cities met the environmental

University of Electronic Science and Technology of China, Chengdu,China,
e-mail: yujingweiop@gmail.com.

air quality standard, accounting for 59.9% of all cities, up

13.3 percentage points from 2019; 135 cities exceeded the

standard, accounting for 40.1%, down 13.3 percentage points

from 2019 percent. A total of 345 days of severe pollution

occurred in 337 cities, and the days with PM2.5, PM10
and O3 as the primary pollution accounted for 77.7%, 22.0%

and 1.5% of the days with severe and above pollution,

respectively. At the beginning of 2020, under the influence

of unfavorable meteorological conditions, large-scale PM2.5

pollution occurred across the country. Heavy PM2.5 hourly

pollution first appeared in central Liaoning and Guanzhong

areas, and then spread widely. Among the 337 cities above

the prefecture level, 10 cities were severely polluted, and

the peak PM2.5 hourly concentration reached 365µg/m3. At

the beginning of May 2020, Beijing and surrounding areas

were affected by dry and hot weather. PM2.5 concentrations

reached moderate to severe pollution levels. Factors such as

the lack of accurate input data (such as emission sources

and emissions) for numerical forecasting models may cause

these models to differ in their predicted results. This leads

to the unsatisfactory performance of numerical prediction

models in real-time prediction. On the other hand, with the

continuous improvement of the development level of sensors,

the availability of historical data collected by different sen-

sors has been greatly improved. Observation-based statistical

forecasting techniques are therefore another widely used ap-

proach, in which statistical models link several explanatory

variables to predict PM2.5 concentrations as output [5]. Re-

searchers from the Chinese Academy of Sciences proposed a

spatiotemporal convolutional long short-term memory neural

network extension model (C-LSTME) to extract high-level

spatiotemporal features through the combination of convo-

lutional neural network and long short-term memory neural

network (LSTM-NN). And integrate meteorological data and

aerosol data to improve model prediction performance. The

results of the model achieved an accuracy of 87.6% compared

to the actual observed ranking [1]. Some researchers propose

an optimal hybrid model that combines the advantages of

quadratic decomposition (SD), artificial intelligence methods

and optimization algorithms, select wavelet decomposition as

the main decomposition technology, and then use LSTM to

simplify the prediction, and finally use LSSVM to obtain

the final result, This model can fully capture AQI features

and has a high accuracy rate [2]. To sum up, it can be

concluded that the research on air pollution forecasting using

artificial neural network or deep learning and other artificial

intelligence methods has blossomed everywhere, and most of

Research on Air pollution Spatiotemporal 
Forecast Model Based on LSTM
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the researches have very gratifying test forecasting effects on

their test data sets.

II. DATA AND METHODS

A. Study area and available data

Mianyang, a prefecture-level city in Sichuan Province, is lo-

cated in the northwest of the Sichuan Basin, in the middle and

upper reaches of the Fujiang River. Between 0◦42′ − 33◦03′

north latitude and 103◦45′ − 105◦43′ east longitude.In 2021,

the number of days with good ambient air quality in the

urban area will be 80.0%, and the comprehensive air quality

index will be 4.78. Among them, PM2.5 is 55.8 micrograms

per cubic meter, PM10 is 87.3 micrograms, and ozone is

107.3 micrograms. The data is released by the Environmental

Protection Administration of China, including 29 monitoring

stations in Mianyang City, with a total of 352,423 pieces of air

quality data and meteorological data [2]. The data collection

interval is one hour. The data collection period was from June

5, 2019 to January 31, 2020.

Fig. 1. the location of mianyang city

B. Spatial dependence modelling

Since the air quality of the whole city cannot be determined

by a single monitoring station or several monitoring stations,

the air quality of different areas in a city is usually different.

In view of this situation, the prediction of the air quality of

the whole city through monitoring station data is not accurate

enough. It is feasible to make separate forecasts for monitoring

stations to achieve forecasts for a small area [3]. In this paper,

cluster analysis is used to find out the neighboring monitoring

stations that have a greater impact on the A monitoring station,

as spatial feature extraction. The purpose of cluster analysis is

to divide a data set into different categories (clusters), and the

desired goal is to maintain similar characteristics of objects

in a category. Exploring the internal structure of data is the

most widely used direction of cluster analysis. For example, it

can be applied to customer purchase data to find potential cus-

tomer purchase preference categories (also known as clusters

or clusters). The number of this category can be manually

determined by the experimenter in advance, or it can be

calculated by the algorithm itself, which is determined by the

specific application and the clustering method used. Since the

goal of clustering is not to simply judge that a single variable

belongs to a specific category, it is necessary to calculate the

similarity between observations in each cluster from an overall

perspective, find all observations with similar characteristics

and classify them into the same category. Chebyshev Distance

is a measure in vector space, which defines the distance

between two points in space coordinates as the maximum value

of the absolute value of the difference between the coordinates

of their coordinates. Chebyshev distance is the number of

moves the king takes to move from one square to another

in a chess board:

dictcd = lim
t
(

m
∑

k=1

|xik − xjk|
t
)

1

t (1)

Minkowski Distance is a measure of Euclidean space, a defi-

nition of a set of distances, and is regarded as a generalization

of Euclidean distance and Manhattan distance.

dictmind = p

√

√

√

√

m
∑

k=1

|xik − xjk|
p

(2)

III. TEMPORAL DEPENDENCY MODELLING

Long short-term memory neural network (Long short-term

memory, LSTM) is a special RNN that is improved to solve

the problem of gradient disappearance and gradient explosion

in RNN in the long sequence training process. Compared

with ordinary RNN, LSTM is a good solution to the problem

that RNN cannot handle long-term dependencies. After being

introduced by Hochreiter and Schmidhuber (1997) [4], it is

still a widely used neural network.The repetitive work module

of LSTM is shown below.

Fig. 2. The localsation of mianyang city

The basic unit of LSTM is the cell stateCt, and the current

Ct is jointly determined by the forgetting gate and the input
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gate. Next, the functions and principles of each part will be

introduced in detail. In the following, for the convenience of

explanation and use, define the forgetting gateft, the input

gateit, and the output gateht.

1) Forgotten Gate

The forget gate ft is the first step in the LSTM calcula-

tion. The forget gate receives the cell state Ct−1 output

by the previous unit and decides how much information

is retained and how much is discarded. The signal of

the forget gate ft is obtained by performing Sigmoid
in the Sigmoid computing unit by the current input Xt

and the calculation result ht−1 output by the previous

unit. Finally, ft and the cell state Ct−1 are multiplied to

determine the proportion of information retention. The

formula for forgetting gateft is:

ft = σ(Wf [ht−1, xt] + bf ) (3)

Among them, ft is recorded as the output of the forget

gate, Wf is recorded as the weight matrix, and bt is

recorded as the bias. Then the resulting ft is between

0 ∼ 1, 1 means to keep all the information, on the

contrary 0 discards all the information. The specific

operation flow of the forget gate is shown in the Fig.3.

Fig. 3. The flow of forgotten gate

2) input gate

The input gate of LSTMit mainly determines the infor-

mation composition of the current cell stateCt. There are

three operation steps, the specific steps are as follows:

The Sigmoid operation is performed on the ht−1 and

Fig. 4. The flow of input gate

Xt inputted by the current cell state to obtain the signalit
of the new information retention ratio, which is similar

to the operation of the forget gate.

Perform tanh operation on ht−1 and Xt of the current

cell state to obtain the candidate cell state to be input C̃t;

Multiply the result obtained in step a with the candidate

input information C̃t in step b to obtain the cell stateCt

that needs to be retained to the current LSTM this time.

3) Cell state update

The information of the cell state Ct of the LSTM will be

updated in this step. First, the signal ft of the forget gate

is used to determine how much information is retained

in the cell state Ct−1 of the previous step, so that the

cell state of the LSTM forgets part of the information,

and then the current cell state tildeCt is added. At

this point, the cell state Ct of the LSTM is updated.

The specific process of cell state update is shown in the

Fig.5:

Fig. 5. The flow of cell state update

The calculation formula of cell state update is:

Ct = ft ∗ Ct−1 + it ∗ C̃t (4)

4) output gate

Finally, calculate the output information ht of the LSTM

model in this cell state. First, a sigmoid layer is used to

decide which parts of the cell state to output. Similar

to the result of the forget gate, the sigmoid operation

is performed with ft−1 and Xt to obtain the output

gate ratio Ot. Similar to the operation of the input gate,

LSTM obtains the pre-output information Ct after the

cell state Ct of this step undergoes a tanh operation.

Finally, it is multiplied with the output gate signal ot,
and after screening, the output information ht of the

LSTM in the current cell state is obtained. This output

is the input to the iteration of the next cell state of the

LSTM. The specific operation flow of the calculation

output is shown in the Fig.6.

The calculation formula of LSTM is sorted as follows:

ot = σ(Wo[ht−1, xt] + bo) (5)

ht = ot ∗ tanh(Ct) (6)

The temporal prediction part uses LSTM neural network

to predict PM(2.5) concentration. The LSTM neural net-

228



Conference Proceedings, Stockholm Sweden July 12-13, 2022

Fig. 6. The flow of output gate

work uses four different types of data to simulate the trend

of PM(2.5) air quality at a monitoring station: 1) The

PM(2.5) value of this monitoring station in the past h

hours, the PM(2.5) value can be regarded as equal to the

AQI value; 2 ) Meteorological data of the tc monitoring

station at the current time point (such as weather conditions,

sunny/cloudy/cloudy/foggy, humidity conditions, wind speed,

wind speed direction, etc.); 3) the duration of the time step

of the interval; 4) with our Meteorological data for the same

time interval as the time interval to be forecasted.

Obviously, the current air state and meteorological state

have different degrees of influence on different time intervals

in the future. Therefore, as shown in the Fig.7, we formulate

different training sets for the input (indicated by the dotted

matrix) and the air quality t(c+1) at different time intervals,

which are respectively used to train different models corre-

sponding to different time intervals. Each blue dashed arrow

in the Fig.7 represents a temporal predictor. We divide the

next 8 hours into two time intervals 0 ∼ 1hour1 ∼ 8hour.

This paper uses a model to predict the AQI value for each

time interval, the first three types of data used are the same in

different time forecasts, and the input data of the forecasters

for different time intervals is different from the meteorological

data.

Fig. 7. Schematic diagram of the time predictor

Hyperparameter settings 1. Batch size (Batchsize) Accord-

ing to the GPU performance and memory capacity used, set the

batch size to 32, how many batches to divide the training set

into, and the completion of all batches of training is regarded

as the completion of one round (epoch) of training. 2. Training

Epoch (Epoch) During the model training optimization pro-

cess, when the training error does not drop significantly, the

training stops. The model training rounds set in this study are

100 rounds. 3. Loss Function In this study, the mean square

error loss function (MAE) is selected, and the smaller the

error, the better the prediction performance of the model. 4.

Optimizer In this study, Adam optimizer suitable for MAE

loss function is used to optimize the training of the model.

5. Learning Rate In this study, the learning rate is selected as

0.0001. During the training process, the learning rate will be

adjusted automatically according to the training progress.

IV. CONCLUSION

In this paper, to predict the air quality of a monitoring

station, the real current air quality can be obtained from

future records, and the data six hours before the current

time is selected as the prediction step. Predict the air quality

in the next hour. The baseline model used in this paper is

the autoregressive moving average (ARMA) as the baseline.

ARMA is a well-known time series data prediction model.

ARMA only predicts the air quality of the site based on the

air quality index of the site. This paper uses RMSE and MAE

as the evaluation criteria of the model. The method used in

this paper can be simply referred to as the FA model. The

time forecast in this paper is 30.41 for RMSE and 23.93 for

MAE for 1-4 hours. RMSE for 1-8 hours is 39.97 and MAE is

28.42. The time prediction results of the baseline ARMA were

1 ∼ 4 hours RMSE 33.25, MAE 27.78. 1 ∼ 8 hours RMSE

48.64, MAE 33.12. Our FA model outperforms the baseline

ARMA in both short- and long-term predictions.

TABLE I
ARMA’S RESULT

Prediction ARMA

RMSE MAE

+4h 33.25 27.78
+8h 48.64 33.12

TABLE II
FA’S RESULT

Prediction FA

RMSE MAE

+4h 30.41 23.93
+8h 39.97 28.42

The FA model shows better performance than the baseline.

The main reason is that meteorological data is considered, and

the second feature is extracted from geographic information.

This makes the FA model outperform the baseline not only in

the short term (within 4 hours) but also in the medium and long

term (within 8 hours). However, there are also disadvantages.

First, the mutation factor is not considered, and the ability to

predict the mutation weather is relatively weak. The second

point is that the handling of missing values in time series is

not adequate and needs to be improved.
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A Soft Error Rates (SER) Evaluation Method of

Combinational Logic Circuit Based on Linear

Energy Transfers
Man Li, Wanting Zhou, and Lei Li

Abstract—Communication stability is the primary concern of com-
munication satellites. Communication satellites are easily affected
by particle radiation to generate single event effects (SEE), which
leads to soft errors (SE) of combinational logic circuit. The existing
research on soft error rates (SER) of combined logic circuit is mostly
based on the assumption that the logic gates being bombarded have
the same pulse width. However, in the actual radiation environment,
the pulse widths of the logic gates being bombarded are different
due to different linear energy transfers (LET). In order to improve
the accuracy of SER evaluation model, this paper proposes a soft
error rates evaluation method based on LET. In this paper, the authors
analyze the influence of LET on the pulse width of combinational
logic and establish the pulse width model based on LET. Based on
this model, the error rate of test circuit ISCAS’85 is calculated.
Experimental results show that this model can be used for SER
evaluation.

Keywords—Communication satellite, pulse width, soft error rates,
LET.

I. INTRODUCTION

T
HE reduction in process size will lead to the increase of

communication satellites sensitivity to radiation particles

[1], [2]. The injection of particles into the node of an electronic

device will result in the accumulation of charge at the node

and the generation of single event transients (SET). SETs

propagating in combinational logic circuit may be stored by

timing element, resulting in circuit output error and affecting

the normal operation of the circuit. This error is called soft

errors and soft error rates (SER) represent the vulnerability of

a circuit to SETs [3]. It is of great significance to establish an

accurate SER evaluation model for the anti-radiation research

of the combinational logic circuit.

Many scholars have done a lot of research on SER evalua-

tion [4]-[8]. Baojun Liu et al. proposed a Monte Carlo model

to analyze the reliability of transient pulse on combinational

logic circuits [9]. Three masking effects, logical masking,

electrical masking, and latch window masking were considered

in this model. Georgios Ioannis Paliaroutis et al. established a

soft error evaluation model based on layout information and

considered the influence of temperature on the pulse widths

of SETs [10]. Anglada, M et al. introduced an innovative

way which combined signal probabilities with technology
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characterization to calculate the SER [11]. Farjaminezhad, R

et al. proposed a shape prediction method for transient faults

based on recursive neural network (RNN) [12]. This method

could be used to estimate the influence of single or multiple

transient faults propagating in a combined circuit. Cai, S et al.

presented a methodology of multi-transient fault simulation

based on probability distribution, in which the logical output

results were subject to Bernoulli distribution [13].

The probability of a soft error caused by SETs depends on

the SET pulse widths [14]. A larger SET pulse width is more

easily propagated in the combinational logic circuit and stored

by triggers [15]. The existing research on soft error rates (SER)

of combined logic circuit is mostly based on the assumption

that the logic gates being bombarded have the same pulse

width. Whereas, in the actual radiation environment, the pulse

widths of the logic gates being bombarded are different due

to different linear energy transfers (LET). In this paper, a soft

error rates evaluation model based on LET was proposed. The

authors analyzed the effect of LET on the SET pulse width,

studied the modeling of SET pulse width, and finally obtained

the soft error rates of combinational logic circuits by circuit

level simulation.

The structure of this paper is as the following: Section II

introduces the affection of LET on SET pulse widths, Section

III proposes the SER evaluation model based on LET. Section

IV displays the effects of LET on the SER and verifies the

validity of the model.

II. THE AFFECTION OF LET ON SET PULSE WIDTHS

In this paper, the effect of LET on SET pulse widths was

analyzed with the basic gate (inverters, NOR gates, and NAND

gates) as the research object. This paper took an inverter as

an example to present the simulation process. A device-circuit

level hybrid simulation model of the basic gates was built on

TCAD platform, which had been calibrated with reference to

the 40 nm process, as shown in Fig. 1. The NMOS bombarded

by particles was the device model, and the rest was the SPICE

model. Table. I shows the structure and doping parameters of

the NMOS.

The heavy ion radiation environment was simulated on the

established 3D model. The simulation location was set as the

drain center of the NMOS, the direction was vertical incident,

the incident particle was heavy ion, and the value of LET

ranged from 0.01 pc/µm to 0.05 pc/µm. Fig. 2 reflects the

change of SET voltage pulse of inverters. It can be seen
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VDD

Fig. 1. The structure of inverters

TABLE I
THE STRUCTURE AND DOPING PARAMETERS OF THE NMOS

Parameter Value

The length of the channel(nm) 55
Gate oxide layer thickness(nm) 1.25

Source and drain doping concentration(cm-3) 1.00e21
VT doping concentration(cm-3) 1.29e19

Substrate doping concentration(cm-3) 6.00e16

from the figure that the width of SET voltage pulse window

increases with the increase of LET. The reason was as follows:

With the increase of LET, the concentration of electron hole

pair generated by particle incident increased, and the drain

needed a longer diffusion time to recover to the initial state.

SET pulse width was defined as FWHR (the full width of

half rail). The value of FHWR was calculated according to

the following expression.

FWHR = T1 − T2 (1)

where T1 is the time to recover to half of voltage amplitude,

T2 is the time to drop to half of voltage amplitude.
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Fig. 2. The change of SET voltage pulse of inverters

According to the above expression, the SET pulse width of

the basic gates was obtained. As shown in Fig. 3, similar to

the inverters, the NOR gates, and NAND gates also conform

to the phenomenon that the pulse width increases as the LET

increases. It can also be seen that the SET pulse widths of

NAND gates and NOR gates are larger than that of inverters.
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III. A SER EVALUATION MODEL BASED ON LET

Based on the above research on the influence of LET on

SET pulse widths, this section proposed a LET-based soft

error rates evaluation model, which took into account logical

masking, electrical masking, latching masking and the random

injection of SET pulse. SET pulse widths of the basic gates

were modeled by the Polyfit function in the MATLAB. The

pulse widths of the basic gates were obtained as follows:

y1 = 9.34e−10 · x+ 4.61e−11 (2)

y2 = −6.74e−10 · x2 + 1.80e−9 · x+ 5.95e−11 (3)

y3 =

{

−2.07e−9 · x2 + 3.19e−9 · x+ 3.65e−11 x < 0.4
1.01e−9 0.4 ≤ x ≤ 0.6

(4)

where y1 is the pulse width of inverters, y2 is the pulse width

of NOR gates, y3 is the pulse width of NAND gates, x is the

value of LET.

Fig. 4 shows the structure diagram of the soft error rates

evaluation model, including the following parts.

Test vector System control
Results comparison 

and error statistics

DUT inject 

netlist
DUT  netlist

Fig. 4. The structure diagram of the proposed model

1) System control. This part mainly included test vector

address generation, SET pulse width generation, injec-

tion time control and injection position control. The

pseudocode is shown in Table. II.

2) DUT inject netlist. DUT inject netlist was the netlist

file for the circuit under test. The DC synthesis tool was

used to synthesize the circuit under test into gate level
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netlists containing only inverters, NAND gates and NOR

gates. The pulse injection model, derived from the Pulse

model, was inserted into each of the base gates in the

netlist.

3) DUT netlist. Unlike DUT inject netlist, this netlist did

not insert the pulse injection model and was used to

compare with the output of DUT inject netlists.

4) Test vector. Traversal of all inputs would greatly increase

the simulation time. In order to save time, random vector

was used as the input of the netlist.

5) Results comparison and error statistics. Compare the

output results of DUT Inject netlists and DUT Netlists

by XOR operation. If the value was 0, there was no

error. Otherwise, the error count was increased by 1.

TABLE II
THE PSEUDOCODE OF SYSTEM CONTROL

Algorithm : system ctrol

1 Setting the number of test vector
2 Setting the injection time
3 Setting the injection location
4 Setting the number of LET
5 For netlist in the list of netlist
6 For LET in the list of LET
7 set the pulse-width-inv as the pulse-width of inverters by (2)
8 set the pulse-width-nor as the pulse-width of NOR gates by (3)
9 set the pulse-width-nand as the pulse-width of NAND gates by (4)
10 For injection location in the list of injection location
11 For a random input vector in the input vector
12 For injection time in the list of injection time
13 Simulate the target netlist
14 output-inject <- the output of DUT inject netlist
15 output-unject <- the output of DUT netlist
16 if (output-unject!=output-inject)
17 counter-error ++
18 END
19 END
20 END
21 END
22 END
23 END

IV. ANALYSIS OF RESULTS

A. Analysis of SET pulse width model

The SET pulse width model was established by fitting the

SET pulse widths simulated by TCAD. The value of LET used

for SET pulse width modeling ranged from 0.01 pc/µm to 0.6

pc/µm. MSE and regression coefficient (R2) were taken as

metrics of the model accuracy.

R
2 = 1−

∑

n

i=1
(yi − ŷi)

2

∑

n

i=1
(yi − ȳ)2

(5)

MSE =
1

n

n
∑

i=1

(yi − ŷi)
2

(6)

where n is the number of data; yi is the factual data and ŷi is

the predicted data.

The closer regression coefficient is to 1, the smaller MSE

is, indicating that the fitting effect is better. Fig. 5 shows the

comparison between TCAD simulation results and this model.

From Table. III and Fig. 5, it could be found that both were

quite close and could be used for subsequent research.
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Fig. 5. The comparison between TCAD and this model

TABLE III
MODEL INDICATORS

base gates R2 MSE

inverters 0.99715 8.39e-23
NAND gates 0.99936 3.02e-20
NOR gates 0.99924 5.79e-23

B. Analysis of SER model

Using the LET-based SER evaluation model proposed

above, this paper analyzed the soft error rates under different

LET of part of circuits belonging to the ISCAS’85 benchmark

set. The SMIC 40 nm process library was designated as the

comprehensive target library in this paper. The number of test

vectors was 150 and the value of LET ranged from 0.1 pc/µm

to 0.5 pc/µm. The operating environment of this model was

as follows: CPU was Intel Core i5-8500, GPU was NVIDIA

GeForce GTX 1060 5GB.

Fig. 6 presents the soft error rates of the ISCAS’85 Bench-

mark circuits. As LET increased, the probability of circuit

error increased. This phenomenon was related to the SET pulse

widths. As LET increased, SET pulse widths increased, and

the probability of pulse propagating in combination logic and

being locked by timing unit also increased. The probability of

a SET pulse being stored increased, and so did the probability

of an output error.
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Fig. 6. The error rates of the ISCAS’85 benchmark circuits

The validity of the model was demonstrated by comparing

with [9]. The circuit reliability analysis data in [9] when pulse

width was 200 ps was compared with the error rates in this

model when LET was 0.1pc/µm. Set the LET value of this
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model to 0.1 pc/µm, which meant that the pulse width of

inverters was 140 ps, the pulse width of NOR gates was 233

ps, and the pulse width of NAND gates was 335 ps. Fig. 7

shows the data comparison between this model and [9]. As can

be seen from Fig. 7, the trend of data in this model is almost

the same as that in [9]. It should be noted that, in general,

various algorithms to study the soft error rates would carry

out different simplified processing, and this model adopted the

40 nm process, while the comparison model adopted the 65

nm process. Different process technologies would also cause

deviations in the results.
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Fig. 7. The error rates of the proposed model and [9]

The model was set as two cases of the same and different

pulse widths of the basic gates. By comparing the error rates

in these two cases, the research significance of the model was

further proved. In the first case, the basic gate used the same

pulse width of 140 ps; in the second case, the authors set the

LET value as 0.1 pc/µm, and the pulse widths corresponding

to the basic gates were 140 ps, 233 ps and 335 ps respectively.

As you can see from Fig. 8, in the first case, the soft error rates

may be underestimated, resulting in an inaccurate assessment

of the soft error rates. Similarly, the soft error rates may be

exaggerated when the same pulse width was 335 ps.
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Fig. 8. The error rates in case one and the error rates in case two

V. CONCLUSION

In this work, A SER evaluation method of combinational

logic circuit based on LET was proposed to predict SER

under different LETs. Compared with the model using the

same pulse width, the SER prediction was more accurate. If

the influence of LET on the pulse widths of the basic gates

was not considered, the soft error rates assessment would be

inaccurate. This model can be applied to the study of satellite

radiation resistance.
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Abstract—Sea-land segmentation is a basic step in many tasks 

such as sea surface monitoring and ship detection. The existing sea-

land segmentation algorithms have poor segmentation accuracy, and 

the parameter adjustments are cumbersome and difficult to meet actual 

needs. Also, the current sea-land segmentation adopts traditional deep 

learning models that use Convolutional Neural Networks (CNN). At 

present, the transformer architecture has achieved great success in the 

field of natural images, but its application in the field of radar images 

is less studied. Therefore, this paper proposes a sea-land segmentation 

method based on the transformer architecture to strengthen edge 

supervision. It uses a self-attention mechanism with a gating strategy 

to better learn relative position bias. Meanwhile, an additional edge 

supervision branch is introduced. The decoder stage allows the feature 

information of the two branches to interact, thereby improving the 

edge precision of the sea-land segmentation. Based on the Gaofen-3 

satellite image dataset, the experimental results show that the method 

proposed in this paper can effectively improve the accuracy of sea-land 

segmentation, especially the accuracy of sea-land edges. The mean 

IoU (Intersection over Union), edge precision, overall precision, and 

F1 scores respectively reach 96.36%, 84.54%, 99.74%, and 98.05%, 

which are superior to those of the mainstream segmentation models 

and have high practical application values. 

 

Keywords—Sea-land segmentation, transformer, deep learning, 

SAR.  

I. INTRODUCTION 

EA-LAND segmentation is necessary for a variety of tasks 

such as coastline extraction and monitoring, marine oil 

spills, pollution monitoring, tide detection, and ship 

detection [1]-[5]. However, as for the synthetic aperture radar 

(SAR) image, its imaging methods, geometric characteristics, 

and radiation characteristics are different from natural images 

[6], [7]. The light spots and complex sea clutter caused by the 

mutual interference of multiple objects can easily lead to 

images of poor quality, and the edges of the sea-land are 

difficult to distinguish [8]-[10]. Therefore, the sea-land 

segmentation of SAR images is challenging. 

At present, the methods of sea-land segmentation are mainly 

divided into two categories. The first is traditional SAR image 

segmentation methods, including the segmentation methods 

 

Lianzhong Zhang is with Research Institute of Electronic Science and 

Technology, University of Electronic Science and Technology of China 

(UESTC), China (corresponding author, e-mail: zlz0615@foxmail.com). 

based on hybrid models and the segmentation methods based 

on thresholds, etc. [11]-[14]. Such methods are susceptible to 

noise interference, and their parameters need to be adjusted 

appropriately, making the methods less robust. The second is 

deep learning methods that are widely used in the field of image 

segmentation because of their powerful image feature 

extraction capabilities [15]-[17]. At present, most sea-land 

segmentation methods are improved and optimized referring to 

natural image segmentation models, such as UNet [18], SegNet 

[19], and Deeplab [20] series. These models are all built based 

on the CNN architecture and have achieved good results in 

optical images. Although CNN has good local feature 

extraction capabilities, it extracts abstract high-level features 

through continuously stacked convolution kernels, and it can 

also have a theoretical receptive field covering the entire image. 

A plethora of studies has proved that the actual receptive field 

of CNN is smaller than the theoretical receptive field [21], 

which is not conducive to making full use of context 

information to obtain more accurate segmentation features. To 

overcome the inherent deviations of the CNN architecture, the 

transformer architecture emerges, which has achieved great 

success in the field of natural images [22], [23]. It calculates 

global feature information with the self-attention mechanism 

and can better handle long-distance features. Therefore, this 

paper proposes a sea-land segmentation method based on the 

transformer architecture. The main contributions of this work 

are summarized as follows: 

1) The transformer architecture network is applied to the sea-

land segmentation of SAR images; 

2) Aiming at the problem that the position bias is difficult to 

learn under a small SAR image dataset (the SAR image 

generally has less data), this paper proposes a self-attention 

mechanism with a gating strategy that can better learn the 

position bias and improve the segmentation accuracy; 

3) To reduce the segmentation error caused by the scattering 

features at the edge of the sea-land in the SAR image, this 

paper designs additional edge supervision. The features 

extracted by the global CNN branch are merged in the 

shallow features of the encoder, and the learned 

segmentation features are combined in the decoder stage. 

The edge features interact with each other and help to 
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predict the sea-land mask and the sea-land edge at the same 

time, contributing to more accurate sea-land segmentation. 

II. OUR METHOD 

Fig. 1 illustrates the main structure of the network proposed 

in this paper, which consists of four parts: encoder, decoder, 

additional edge supervision branch, and global CNN branch. 

The swin-transformer [24] is used as the backbone, which is the 

state-of-the-art (SOTA) in the field of computer vision. 

Meanwhile, it is used as the decoder for upsampling. To 

strengthen the edge supervision of sea-land segmentation and 

predict sea-land masks and edges more accurately, an additional 

edge supervision branch is introduced into the decoder to 

predict the sea-land edges of the SAR image. The features of 

the two branches are interactively concatenated. This is because 

edge prediction and mask prediction are dual problems, and this 

feature interaction design can help improve the prediction 

accuracy of both. Considering that the edge feature is a shallow 

feature, it is necessary to make full use of the rich shallow 

information in the SAR image. Thus, this paper presents a 

relatively independent global CNN branch that directly handles 

the original image. It consists of two downsampling and two 

upsampling stages. The output of the last downsampling is 

added to the corresponding feature map of the encoder as the 

input of the additional boundary supervision branch. 

Meanwhile, the output of the last upsampling is added to the 

corresponding feature map in the decoder to predict the final 

mask. In addition, this paper presents a self-attention 

mechanism with a gating strategy into each basic transformer 

block. It helps the transformer architecture to better learn 

positional bias on small-scale SAR image datasets. 
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Fig. 1 The structure of the network model proposed in this paper 

 

A. The Self-Attention Mechanism with a Gating Strategy 

The basic unit of each down-sampling or up-sampling stage 

is composed of two consecutive transformer blocks, as shown 

in Fig. 2. Each transformer block consists of a Multi-head Self 

Attention (MSA) module and a Multi-Layer Perceptron (MLP) 

module. Before entering these two modules, a Layer 

Normalization (LN) layer is used. Then, the residual connection 

is used after each MSA module and MLP module. In the first 

transformer block, the MSA is the Widows-MSA (W-MSA) 

module, which evenly divides the feature map into small non-

overlapping patches and calculates self-attention in each patch. 

Since the information between each patch cannot be 

communicated with each other, Shifted Windows-MSA (SW-

MSA) is introduced into the next connected block. In SW-

MSA, the feature map is re-divided so that the information in 

each patch can interact. The two window division methods of 

the MSA structure are illustrated in Fig. 3. 
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Fig. 2 Two consecutive transformer blocks 
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Fig. 3 Two window division methods of the MSA structure 

  

In the MSA module, q(query), k(key), and v(value) are used 

to obtain the self-attention of the whole image, where q, k, and 

v are all learnable parameters. The output of the MSA module 

can be expressed as: 
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where d is the dimension of q and k, and B is the relative 

position bias. 

Considering that SAR image datasets are relatively small, 

relative position bias is difficult to learn and long-distance 

features cannot effectively be captured, this paper proposes a 

self-attention mechanism based on a gating strategy. It can 

adaptively adjust the bias of query, key, and value through the 

gate control strategy to capture more accurate relative position 

bias information. The structure of the proposed self-attention 

mechanism is shown in Fig. 4, and the output can be expressed 

as: 
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where
qr , 

kr , and 
vr WWR ×

∈ are the expansion of the axial 

attention mechanism to strengthen the ability to capture non-

local information; 
QG , KG , and VG R∈  are learnable 

parameters. If the relative position bias can be accurately 

learned, the gating mechanism will assign a lower weight 

coefficient. 
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Fig. 4 The diagram of the proposed self-attention mechanism with a 

gating strategy 

B. Additional Edge Supervision Branch 

This paper presents an additional edge supervision branch to 

supervise the sea-land segmentation mask and predict the sea-

land edge maps at the same time. It helps alleviate the problem 

of inaccurate sea-land edges caused by the scattering 

characteristics of SAR images. Edge features are shallow 

features, so it is necessary to make full use of the rich shallow 

feature information in the multi-scale features provided by the 

encoder. 

Because the transformer architecture cannot learn the 

position bias on a small-scale SAR image dataset effectively, it 

is easy to reduce the segmentation accuracy. To address this 

issue, this paper presents a global CNN branch. As shown in 

Fig. 1, the global CNN branch has a similar structure to the 

encoder and decoder, but the difference is that this branch can 

ensure full utilization of the rich shallow features. So, only two 

downsampling stages are performed in the encoder, and two 

upsampling stages are performed in the decoder. The feature 

map of the last downsampling operation is added to the feature 

extracted from the backbone and sent to the additional edge 

supervision branch. This can not only alleviate the problem of 

accuracy loss caused by the position bias of the transformer in 

a small dataset but also make full use of the shallow feature 

information. 

In the additional edge supervision branch, the fused feature 

maps are sent to two transformer blocks and then concatenated 

with the corresponding feature maps in the mask branch. Then, 

the concatenated result is taken as input and sent to the 
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additional edge supervision branch. After the calculations of 

one up-sampling stage and two transformer blocks, the obtained 

features are concatenated with the features of the mask branch, 

and the concatenated result is used as input to the mask 

prediction branch. Considering that the prediction mask and the 

prediction edge are dual problems, this design of the two 

prediction branch feature interactions can supervise and learn 

from each other to achieve better segmentation performance. 

The design of the additional edge supervision is shown in Fig. 

1, and the effectiveness of this design will be proven by the 

following experiments. 

C. Loss Function 

Since the method proposed in this paper needs to predict the 

sea-land mask and edge at the same time, the loss function 

consists of two parts: the loss of the sea-land mask and the loss 

of the sea-land edge. The overall loss function is presented as: 

 

               boundarymasktotal LossLossLoss +=
                  (3) 

 

For the sea-land mask loss, this paper directly uses the cross-

entropy loss function as follows: 
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where indicates the probability that a certain pixel is 

predicted to be land, and  indicates the true label of the 

pixel. 

For the sea-land edge loss, this paper presents the dice loss 

based on the cross-entropy loss. This is because the edge feature 

information is difficult to learn. The cross-entropy loss alone 

cannot solve the problem of the imbalance of positive and 

negative samples in the edge label, and the dice loss can solve 

this problem. The loss function is presented as follows: 
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diceCEboundary LossLossLoss +=                       (7) 

 

where indicates the probability that a certain pixel is 

predicted to be the edge of sea-land;  presented the true label 

of the pixel;  indicates the smoothing term, and it is set to 1 

to prevent the loss value from overflowing. 

III. EXPERIMENT RESULTS  

In this study, the experiments are conducted on the Ubuntu 

16.04 operating system; Pytorch is used as the deep learning 

framework, and the programs are written on the Pycharm 

software platform. The experimental hardware consists of an 

Inter(R) i5-10400F CPU, a GeForce GTX 2080 Ti GPU, and 16 

GB memory. Besides, CUDA 11.1 is used to manage the GPU 

for training acceleration. 

A. Dataset 

The original data are obtained from the image data taken by 

the Gaofen-3 satellite at the port. The original data are manually 

labeled with sea-land mask labels. Then, the original image and 

the mask label are sliced into 256×256 small images, and the 

images that are all land or all sea area are removed. Finally, 

1200 small images are filtered out, with differences in the 

proportion of sea and land. This prepared SAR image dataset 

includes simple and complex coastline scenes of the port and 

the scenes of many islands, which ensures the diversity of the 

dataset. 

The prepared dataset is divided into a training set and a test 

set at the ratio of 7:3. Meanwhile, it is ensured that the data 

distribution of the training set and the test set are roughly the 

same. During the training process, the Adam optimizer is used 

for parameter replacement. In the experiment, the initial 

learning rate is set to 0.0001. All models are trained from 

scratch for 3000 epochs, and the training batch size is 4. During 

the training process, the model is saved every 200 epochs until 

the training is completed. 

B. Evaluation Indexes  

In this study, the mean intersection of union (MIoU), edge 

precision (EP), overall precision (OP), and F1 score are used to 

quantitatively evaluate the segmentation performance of the 

proposed method. The calculation formulas of the above 

evaluation indexes are as follows: 
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where  and  respectively represent the predicted 

number of true-positive and false-positive samples;  and 

 respectively represent the true-positive and false-

positive samples of the sea-land edge. 

C. Comparative Experiment 

The experiment can be divided into three parts, including the 

comparison of the performance between the transformer 

architecture and the CNN architecture, the verification of the 

effectiveness of the improved network structure, and the 

comparative analysis of the existing typical networks. The 

experimental results of each part are given below. 

Performance Comparison of Different Network 

Architectures 

This paper uses a framework that has a similar structure to 

the U-Net for the entire network, in which the transformer 

architecture uses swin-transformer as the backbone, and the 

CNN architecture uses ResNet34 as the backbone. It can be 

seen from Table I that there is little difference in the MIoU and 

OP of the CNN architecture and the transformer architecture 

under the same conditions, but the transformer architecture 

improves the edge precision by 8.98%. Compared to the CNN 

architecture, the transformer architecture can better overcome 

the inherent bias to a certain extent and make a finer 

segmentation in the edge area of the sea and land. 

 

TABLE I 

PERFORMANCE COMPARISON OF DIFFERENT ARCHITECTURES 

Backbone Structure MIoU EP OP F1 

ResNet34 U-Net 94.68 63.05 95.24 97.27 

Swin-Transformer U-Net 94.73 72.03 95.98 97.29 

 

Fig. 5 shows some of the masks for the sea-land segmentation 

obtained by the two architectures. It can be seen that the sea-

land mask of the transformer architecture has more accurate 

segmentation details than the CNN architecture, but it is not as 

good as the CNN architecture in terms of edge continuity and 

smoothness. 

 

(a)Original image (b)CNN (c)Transformer (d)GroundTruth  

Fig. 5. The comparison of the masks for the sea-land segmentation 

results of different architectures 

 

The Effectiveness of Network Structure Improvement  

The improved structure is compared with the baseline swin-

unet (Transformer architecture). The improvement includes the 

attention mechanism with the gating strategy and the additional 

edge supervision branch. 

a) The Effectiveness of the Self-Attention Mechanism with the 

Gating Strategy 

Related research has proved that it is difficult for the 

transformer architecture to learn relative position bias on small-

scale datasets. Therefore, this paper presents the attention 

mechanism with a gating strategy to adaptively control the 

weight coefficients of the learned information to improve 

segmentation accuracy. Taking Swin-UNet as the baseline, the 

effectiveness of introducing the self-attention mechanism with 

gating strategy is investigated. The results are shown in Table 

II. Compared with the baseline, the MIoU, EP, OP, and F1 of 

the model that only introduces the self-attention mechanism 

with the gating strategy are improved. Meanwhile, the 

improved method proposed in this paper can facilitate the 

learning of relative position bias, thereby better processing the 

information of sea-land edges. The edge precision of sea-land 

segmentation is increased by 1.26%. 

 

TABLE II 

THE EVALUATION OF THE NETWORK MODEL WITH DIFFERENT 

IMPROVEMENTS 

Method MIoU EP OP F1 

Swin-UNet (baseline) 94.73 72.03 95.98 97.29 

Only with gated strategy 95.13 73.29 96.21 97.72 

Edge supervision 95.62 74.28 96.01 97.61 

Global CNN branch + edge supervision 96.17 80.99 96.74 97.94 

Ours 96.36 84.54 99.74 98.05 

TP FP

edgeTP

edgeFP
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b) The Effectiveness of the Additional Edge Supervision 

Branch 

In Fig. 6, part of the data in the test set is taken to show the 

segmentation results and edge prediction results. Fig. 6 (a) 

shows the original image; Fig. (b) shows the result of sea-land 

segmentation without additional edge supervision; Fig. 6 (c) 

shows the edge supervision without global CNN branch, and 

Fig. 6 (d) shows the edge supervision fused with the global 

CNN branch. 

 

(a) (b) (c) (d) (e) (f) (g)  

Fig. 6 The effectiveness of introducing the additional edge supervision 

 

It can be seen from Fig. 6 that no matter whether the 

additional edge supervision is introduced, there are always 

some local burrs on the edges of the sea-land segmentation. The 

segmentation result is poor in continuity and not smooth 

enough. This may be an inherent bias of the transformer 

architecture, but it still has obvious advantages. Previous 

experimental results indicate that the transformer architecture 

can perform more refined processing on the sea-land edges than 

the CNN architecture and greatly improve the edge accuracy. 

The method proposed in this paper incorporates the global CNN 

branch into the additional edge supervision to ensure that the 

edge is smooth and close to the real label. Figs. 6 (e), (f), and 

(g) show the predicted edges and the corresponding true labels 

under the two additional edge supervisions. 

It can be seen from Fig. 6 that after the global CNN branch 

is incorporated into the edge supervision, the edge of the 

segmentation is smoother and has fewer line breaks. This 

indicates the effectiveness of integrating the global CNN 

branch. Since the prediction edge and prediction mask are dual 

problems, it is reasonable that the introduction of additional 

edge supervision can improve the performance of sea-land 

segmentation. It can be seen in Table II that the use of the 

additional edge supervision can increase the MIoU by 0.89%, 

and the EP is significantly increased by 2.25%. Meanwhile, 

combined with the self-attention mechanism with the gating 

strategy, the final performance is further improved. 

Comparative Analysis of the Existing Typical Networks 

To more fully prove the segmentation performance of the 

method proposed in this paper, typical methods such as U-Net, 

Deeplabv3+, Swin-UNet, and MedT are selected for 

comparison. Taking three SAR images with different sea-land 

ratios as typical representatives, the segmentation results are 

shown in Fig. 7. Moreover, the results of the evaluation indexes 

of different typical networks are listed in Table III. 
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(a)SAR images (b)GroundTruth (c)U-Net (d)Deeplabv3+ (e)Swin-UNet (f)MedT (g)Ours  

Fig. 7 Segmentation results of different typical networks 

 

TABLE III 

EVALUATION INDEXES OF DIFFERENT TYPICAL NETWORKS 

Method MIoU EP OP F1 

U-Net 94.68 63.05 95.24 97.27 

Deeplabv3+ 95.81 72.74 96.29 97.85 

Swin-UNet 94.73 72.03 95.98 97.29 

MedT 95.52 72.80 96.18 97.71 

Ours 96.36 84.54 99.74 98.05 

 

Among the methods taken for comparison, U-Net and 

Deeplabv3+ are based on the CNN architecture, while Swin-

UNet and MedT are based on the transformer architecture. It 

can be seen from the segmentation results in Fig. 7 that the sea-

land edge segmentation results of U-Net and Deeplabv3plus are 

relatively smooth and have fewer discrete points, but the sea-

land edges are not segmented well for a relatively narrow land 

area. Swin-UNet and MedT can better segment the sea-land 

edges, but the number of voids in the land is not reduced. 

Besides, the presence of burrs on the sea-land edges leads to 

relatively many isolated and bright pixels nearby. The method 

proposed in this paper is superior to other algorithms. It 

achieves better connectivity in the segmentation results, greatly 

reduces the central voids in the land, processes the details of the 

sea and land edges more accurately, eliminates locally isolated 

bright pixels on the sea and land edges, and makes the sea-land 

edges smooth. The superiority of this algorithm is mainly 

attributed to the additional edge supervision designed in this 

paper. Moreover, it can also be seen from Table III that the 

proposed method in this paper improves the EP and MIoU 

significantly. The EP and MIoU respectively reach 84.54% 

96.36%, which are better than those of other algorithms. 

IV. CONCLUSION 

This paper presents a sea-land segmentation method based 

on the transformer architecture to strengthen edge supervision. 

This method introduces a self-attention mechanism with a 

gating strategy to solve the problem that transformer is difficult 

to learn relative position bias in small-scale data. Meanwhile, it 

introduces additional edge supervision to greatly improve the 

accuracy of edges during sea-land segmentation. Based on the 

Gaofen-3 satellite image data, the performance of this method 

is compared with that of mainstream segmentation algorithms. 

The experimental results show that using the method proposed 

in this paper, the MIoU, EP, OP, and F1 score can respectively 

reach 96.36%, 84.54%, 99.74%, and 98.05%. The research 

results have high practical values and can be applied to other 

related tasks such as ship inspection. 
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Abstract—Linear frequency modulation signals are a common 

modulation method for low intercept probability radar signals, a 

spread-spectrum modulation technique that does not require pseudo-

random coding sequences and has been widely used in radar and sonar 

technology due to its large time-frequency product. In order to improve 

the perception of LFM signals in a low SNR environment, this study 

proposes a time-frequency analysis method for LFM signals based on 

segmentation denoising, wavelet transform denoising, and Choi-

Williams Distribution. The results show that the method has good 

performance and feasibility under low SNR conditions and can exhibit 

clear time-frequency characteristics of the LFM signal at a SNR of -

21dB. Finally, combined with deep learning, GoogLeNet is used as the 

training network and the time-frequency image as the training sample, 

which achieves a good signal detection probability. The detection 

probability is greater than 90% when the SNR is greater than -18dB, 

and the overall detection probability is better than other detection 

network models. 

Keywords—Linear frequency modulation signal, Choi-Williams 

distribution, Segmentation denoising, Wavelet transform denoising, 

time-frequency analysis, Deep learning. 

I. INTRODUCTION  

n recent years, with the increasing complexity of the battlefield 

electromagnetic environment and the wide application of new 

radar systems, it has become more and more difficult to detect 

and analyze signals in a low signal-to-noise ratio (SNR) 

environment.  LPI radars avoid the interception and detection 

of their signals by non-cooperative electronic reconnaissance 

aircraft by emitting waveforms that are modulated by special 

modulation [1,2]. LFM as a common modulated signal type in 

LPI radars, its frequency time variation and large time-

frequency product characteristics make it widely used in radar 

and sonar technology, so the research on the perception of LFM 

signals is of great significance. In order to improve the 

perception ability of electronic reconnaissance, LPI radar signal 

perception under low SNR has gradually become a research 

focus of the electronic warfare system. In the LPI radar 

detection and classification problem, the traditional FFT-based 

signal detection method is no longer applicable because it 

cannot capture the details of the signal changes. In recent years, 

based on the time-frequency image, the time-frequency analysis 

technique has been widely used in low probability of intercept 

radar signal detection and has achieved good results. The time-

frequency analysis method can describe the energy intensity 

and distribution characteristics of signals simultaneously, 

which is an effective and direct method to analyze non-

stationary signals. Time-frequency analysis (TFA) techniques 

 
Xingcai Wang is with Research Institute of Electronic Science and 

Technology, University of Electronic Science and Technology of China, 

Chengdu, China (e-mail: 202021230117@std.uestc.edu.cn). 

such as windowed short-time Fourier Transform (STFT), 

fractional Fourier transform, Wigner-Ville distribution (WVD) 

and Choi-Williams distribution (CWD) are commonly used to 

describe the distribution characteristics of signals in the time 

and frequency domain [3]. 

Over the years, researchers have done a lot of work on LPI 

radar waveform detection and modulation classification. In [4], 

various LPI modulated waveforms embedded in noise with a 

SNR of -15 dB are classified and featured by using Wigner-

Ville distribution and fractional Fourier transform. In [5], the 

author realizes the detection and classification of LPI waveform 

modulation with a SNR of -20dB by selecting the short-time 

Fourier transform of appropriate window length and type as the 

time-frequency analysis method. In [6], the author uses 

fractional Fourier transform to construct the classifier, and 

achieves an overall recognition rate of 94.17% under the 

condition of 0dB. 

With the development of wavelet transforms, widely used in 

the field of signal analysis, as [7]. The wavelet transform has 

the advantages of low entropy, sparse distribution of wavelet 

coefficients, and multi-resolution, which can focus on the 

details of the signal for time-frequency domain analysis, 

making it show good denoising ability in signal processing. 

With the development of time-frequency analysis technology, 

Choi-Williams distribution (CWD) has been widely used in a 

variety of engineering fields, including image analysis, target 

detection, and analysis of non-stationary signals. In non-

stationary signals, CWD adopts an exponential kernel function 

to suppress and eliminate the effects of cross terms, resulting in 

a time-frequency transform image with good T-F resolution 

compared with WVD. 

In this study, a CWD time-frequency detection method for 

LFM signals based on wavelet transform denoising (CWDW) 

is proposed. Finally, the LFM signal is detected by combining 

wavelet transform denoising and CWD, and finally the 

identification of the LFM signal under the condition of an SNR 

of -21dB is realized. 

This paper is organized as follows: system signal models, 

wavelet transform denoising, and time-frequency analysis 

techniques are described in Section II; signal parameters, 

denoising process, time-frequency image simulation results, 

and detection probability are described in Section III; and 

finally, conclusion is given in Section IV. 

LFM signal perception based on Wavelet transform 

and Time-Frequency Technology 
Xingcai Wang 

I 
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II. SIGNAL MODEL AND TFA TECHNIQUES 

In this section, the LFM signal waveform, wavelet transform 

denoising, and time-frequency analysis techniques used are 

described. 

A. LFM Signal Model 

As a typical non-stationary signal, linear frequency 

modulation (LFM) signal is widely used in radar, sonar, 

communication, and other information systems [8], such as 

Doppler echo signals and moving target detection of synthetic 

aperture radar, which is essentially the detection of linear 

frequency modulation signals, and can also be expressed by the 

following formula: 

            (1) 

where indicates the represents frequency 

modulation slope, T is the pulse period of the LFM signal, B is 

the modulation bandwidth of the signal,  is the signal carrier 

frequency, and is a rectangular signal. 

In engineering applications, the intercepted LPI signal is 

affected by the environment and system additive noise, and the 

actual received signal is as follows: 

                           (2) 

Where n(t) symbolizes the complex additive white Gaussian 
noise (AWGN). 

B. Choi-Williams Distribution 

T-F analysis techniques are an important method for 

processing non-stationary signals. The bilinear generalized 

exponential kernel function  is used in the 

Choi-Williams distribution (CWD) to suppress and eliminate 

the effects of the cross terms, so that the time-frequency 

transform image has good T-F resolution, where and  

represent frequency domain lag and time lag, respectively. 

CWD functions can be expressed as: 

 

                   (3) 

where  is the time variable,  is the angular frequency 

variable ( ), and  is the positive scaling factor. 

C. Wavelet Transform Denoising 

Noisy one-dimensional signal models can be expressed as: 

            (4) 

Where is a noised-signal, is a useful signal,  

is a noise signal, in engineering applications  is usually a 

signal with a certain frequency range, noise is usually expressed 

as a high-frequency signal, In this paper, the following steps are 

used to de-noise the signal. 

Step 1: Wavelet decomposition of one-dimensional signals. 

Select a wavelet and determine the level of decomposition, and 

then perform the decomposition calculation. 

Step 2: Threshold quantization of wavelet decomposition 

high frequency coefficients. Select a threshold for the high-

frequency coefficients at each decomposition scale for soft 

threshold quantization. 

Step 3: One-dimensional wavelet reconstruction. One-

dimensional wavelet reconstruction is performed according to 

the lowest layer low frequency coefficient and each high 

frequency coefficient of the decomposition. 

III. EXPERIMENTS AND DISCUSSION 

Based on the above time-frequency analysis technology, the 

LTM signals under different SNRs are simulated in this section, 

and the time-frequency images under different SNRs are 

obtained, which are used to determine whether the signal exists 

or not. 

A. Parameters Setting 

As a typical non-stationary signal, the linear frequency 

modulation (LFM) signal is widely used in radar, sonar, 

communication system and other information systems [8], it is 

universal in practical engineering applications. The research of 

this paper aims at the perception of LFM signal at low SNR, 

and the signal parameters are shown in the following TABLE : 
TABLE  I 

 WAVEFORM PARAMETERS 

Waveform BW PW 
  

LFM 10KHz 0.01s 0Hz 1MHz 

B. Denoising Processing 

Signals in the real environment often have strong noise 

interference, the SNR is below 0, in order to improve the effect 

of signal denoising, this paper takes two steps to denoising. 

Step 1: In this scheme, the noisy signal is first filtered in 

segments, for most non-stationary signals, in a short time 

interval , each modulation signal can be 

approximated as a sinusoidal signal, so use this feature to 

denoise the signal for the first time. 

After segmentation of the signal, the m-segment signal can 

be expressed as: 

  (5) 

Discrete sampling can be expressed as: 

   (6) 

where the is the number of sample points of the signal 

segment, the sampling interval is , and M is the 

number of sample points of the signal. 

The specific steps are as follows[9]:  

(1) Do  point DFT on   and get 

. 

(2) Design a band-pass filter with transmission 

characteristics as follows: 
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              (7)

where is the maximum line position, with d being 

the number of filter points. 

(3) Order , then do M-spot IDFT on 

, get . 

(4) Combine each segmented reconstructed time domain 

signal into a new observation signal . 

Step2: For the noised-signal, db5 wavelet are used to 

decompose the signal at 5 layers(Fig.1), take the low frequency 

detail coefficient of layer 5, take the high frequency detail 

coefficient of each layer, choose an appropriate soft-threshold, 

and finally reconstruct the signal according to the low 

frequency coefficient of layer 5 and the high frequency 

coefficient of each layer to obtain a denoising signal. Fig.2 and 

Fig.3 show the low frequency details and high frequency details 

of the fourth layer, respectively.

Fig.1  Tree  decomposition

Fig.2  Low frequency component

Fig.3  High frequency component

According to the above denoising steps, in order to achieve 

good denoising effect, the signals of 10000 data points are 

processed in segments, and the amount of data in each group is 

= 20, filter length d = 7, the signal is reconstructed after 

segmented filtering, and then the final denoised signal is 

obtained through wavelet denoising.
TABLE

SNR COMPARISON

ORIGINAL SNR SNR AFTER DENOISING

-10dB -1.9dB

-15dB -8.9dB

-20dB -16dB

Fig.4.  Signal comparison of different steps

It can be seen from Fig.4 that after joint denoising, even when 

the SNR is negative, the signal hidden in the noise is extracted, 

which can meet the needs of a certain scene, and then the 

characteristics of the signal are found through time-frequency 

technology. TABLE shows the SNR before and after 

denoising

C. Time-frequency Distribution Image

Under the above parameters, the LFM signal with a SNR of 

-18~-21dB was selected for simulation analysis. First, the signal 

is de-denoised by wavelet transformation, then the appropriate 

threshold is selected to achieve the best denoising effect, and 

then the time-frequency analysis is performed on the signal 

after denoising. In the CWD time-frequency simulation, in 

order to obtain the best time-frequency image, information 

entropy is adopted as an auxiliary method to continuously 

adjust the window type and length of time and frequency to 

obtain the minimum information entropy and finally obtain the 

best time-frequency diagram, as shown in the figure below:
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b. three-dimensional T-F image of CWDW

Fig.5 T-F images of LFM signals with SNR of -18dB

a. two-dimensional T-F image of CWDW

Sample index

b. three-dimensional T-F image of CWDW

Fig.6 T-F images of LFM signals with SNR of -20dB
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Fig.7 T-F images of LFM signals with SNR of -21dB

The simulation results show that CWD based on wavelet

transform denoising has good detection ability for LFM signals. 

The low entropy and multi-resolution of wavelet denoising and 

the time-frequency aggregation of CWD make the time-

frequency energy of the signal more concentrated. It can be 

clearly seen from Figs.5,6, and 7 that when the SNR is -18dB, 

-20dB, and -21dB, the frequency of the LFM signal changes 

linearly with time, which is consistent with the theoretical time-

frequency characteristic distribution of the LFM signal. The

simulation results show that the detection method adopted in 

this paper is still effective when the SNR of LFM signals is -18

~ -21dB and the time-frequency energy is concentrated. The 

time-frequency distribution characteristics of LFM signals can 

be clearly seen in both two-dimensional and three-dimensional 

graphs. When the SNR is less than -21dB, the time-frequency 

image becomes more and more fuzzy, but the LFM signal 

characteristics can still be seen. After -22dB, signal detection 

becomes less noticeable. If combined with deep learning 

algorithms, better detection results will be achieved, which is 

also an important research direction for deep learning in signal 

detection.

D. Detection probability based on Googlenet network

With the development of deep learning networks, it brings 

new opportunities to signal processing. Using a deep learning 

networks, radar waveform can be recognized robustly from the 

time-frequency representation of WVD and CWD. For example, 

Wang et al. [10] designed a CNN, there are four conv layers in 

the cascade, and there are no series and skip connections, 

resulting in low learning efficiency. Kong et al. [11] Specified 

two conv layers and three fc layers in the architecture to 

significantly increase the network scale, which brings burden to 

efficient learning operation.Through the ingeniously designed 

module, GoogLeNet can make more efficient use of computing 

resources and extract more features with the same amount of 

computing, so as to improve the training results.

This section will combine the deep learning network to detect 

the LFM signal. GoogLeNet is used as the training network, and 

the time-frequency image data obtained by the method in 

Section C above is used as the training sample to construct the 

detection network for the LFM signal. Then, the time-frequency 
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map data under different SNR are re obtained through 

experiments as test samples to obtain the detection probability 

under different SNR, as shown in Fig. 8. In Fig. 8, the 

recognition probability of the detection network in this paper 

is compared with that of Kong et al. [9] and Huynh-The et al.

[3] (the minimum SNR of Kong and Huynh-The is - 20dB in 

their article and - 24dB in this study.). It can be seen from the 

figure that the detection network proposed in this paper 

achieves high recognition accuracy under low SNR and is better 

than that of the other two people. If the SNR is greater than - 

18db, the detection probability is about 90% or more. It is worth 

noting that when the SNR is greater than - 10dB, the detection 

probability is basically close to 100%. However, as the signal-

to-noise ratio decreases, the signal characteristics are drowned 

out by the noise, resulting in a sharp decrease in the probability 

of detection, to 76.47% at SNR=-20dB,56.86% at SNR=-21dB, 

23.52% at SNR=-23dB, and 9.804% at SNR=-24dB.

Fig.8 Recognition probability comparison

As can be seen from Fig. 8, although in the previous section, 

the time-frequency diagram can still show the basic 

characteristics of the LFM signal when the SNR is -20dB and -

21dB. However, under such a low SNR, the recognition 

probability of the detection network is still seriously affected.

But there is still a considerable detection probability.

IV. CONCLUSION

This study presents a time-frequency detection method of 

LFM signals based on CWD with segmentation denoising and 

wavelet transform denoising. This method combines the 

advantages of wavelet transform denoising and Choi-Williams 

distribution and uses information entropy as an auxiliary to 

select the appropriate parameters of time and frequency 

window, which makes the experiment get good detection results.

Compared with other methods, this method has the following 

advantages: 1) It has good detection performance for LFM 

signals; 2) The algorithm has low complexity and fast detection 

speed. Finally, the experimental simulation results show that 

the method has good LFM signal detection ability under low 

SNR conditions and finally realizes the feature extraction of 

LFM signals with a SNR of -21dB. Combined with deep 

learning, GoogLeNet is used as the training network, and time-

frequency image data is used as the training sample to obtain 

the LFM signal detection network, which achieves a good 

signal detection probability. When the SNR is greater than -

18dB, the detection probability is greater than 90%, and the 

SNR is The detection probability is 76.47% at -20dB, and the 

detection probability is 56.86% when the SNR is -21dB.
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     Abstract—In this paper, a chaotic time series noise 

reduction improvement method based on the fusion of the local 

projection method, the wavelet transform, and particle swarm 

optimization is proposed to solve the problem of false 

recognition caused by noise in the recognition process of 

chaotic time series that contain noise. This method first uses 

phase space reconstruction to recover the original dynamical 

system characteristics and removes the noise subspace by 

selecting the nearby radius; then uses wavelet transform to 

remove D1-D3 high-frequency components to achieve 

maximum the retention of signal information, while 

simultaneously performing least-squares optimization via 

particle swarm optimization. The Lorenz system containing 

30% Gaussian white noise is simulated and validated, and the 

phase space, signal-to-noise ratio, root mean square error, and 

K value of the 0-1 test method before and after noise reduction 

by the Schreiber method, the local projection method, the 

wavelet transform method, and the improved method are 

compared and analysed. This demonstrates that the improved 

method has a superior noise reduction effect than the other three 

methods. This further demonstrates the superiority of the 

enhanced approach. Last but not least, it is used to the Chengdu 

rainfall chaotic sequence for study, and the findings 

demonstrate that the revised approach can successfully decrease 

noise and increase the chaos detection rate. 

 

Keywords—Schreiber noise reduction, Wavelet transform, 

particle swarm optimization, 0-1 test method, chaotic sequence 

denoising. 

I. INTRODUCTION   

HAOTIC sequences are sequences that study the 

evolutionary laws of systems based on time, and studying 

chaotic sequences reveals and restores the evolutionary laws of 

dynamical systems. Many sequences, such as sunspots, rainfall, 

and the financial stock market, exhibit a chaotic nature [1]-[3]. 

However, in a complex environment, the actual collected chaotic 

signals are filled with a lot of noise, and if chaos identification 

is performed in the original sequence, it not only takes a lot of 

time but also affects the accuracy and reliability of the algorithm. 

At the moment, the most important thing to figure out is how to 

get rid of the noise in a signal that is full of noise and chaotic, 

how to put the chaotic signal back together, and how to fix the 

 
Rubin Dan, Xingcai Wang, and Ziyang Chen are with Research Institute of 

Electronic Science and Technology, University of Electronic Science and 

dynamical system [4]-[6]. 

Many scholars at home and abroad have done research related 

to the noise reduction of noisy chaotic sequences. Grassberger 

et al. proposed a local projection method [7] with Schreiber's 

simple noise reduction method based on the phase space 

structure characteristics to maintain the integrity of chaotic 

dynamical systems for noise reduction [8]. Leontitsis et al. 

proposed an adaptive local projection noise reduction method 

from a feature point approach where the signal subspace is the 

useful feature points and the noise subspace is the useless feature 

points for noise reduction [9]. Mera et al. proposed a maximum 

likelihood criterion based on reducing the distance from points 

in the time series to the chaotic attractor [10], as Hussain et al. 

proposed a nonlinear adaptive denoising algorithm [11], which 

is based on dividing the time series into segments and taking the 

overlapping points of adjacent segments for K-order polynomial 

fitting to approximate the original series for noise reduction. 

David et al. used smooth orthogonal decomposition combined 

with an improved local projection method [12], and Karrech et 

al. proposed a multi-scale higher-order refinement of the 

improved local projection method to achieve effective noise 

reduction of chaotic sequences [13]. Zhenglong et al. proposed 

a neural network algorithm trained by using a particle swarm 

optimization algorithm for chaotic system identification [14]. 

Wu and Ma used a threshold selection method in thresholding 

the detailed part after boosting wavelet transform and combined 

it with particle swarm optimization to globally search for the 

optimal threshold [15]. 

II. BASIC THEORY 

A. Local Projection Method and Wavelet Noise Reduction 

Principle 

Let �� be a noisy chaotic time series of the reaction chaotic 

system, where the clean sequence is �� and the Gaussian white 

noise is �� , which can be expressed as ,i ∈ [1, n] . 
The embedding dimension m and delay time τ of this chaotic 

time series are determined by the c-c method, and the phase 

space is reconstructed according to Takens' principle, which can 

be expressed as 

 

  (1) 
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� = ��� , ����, … , ����������，1 < i < n − �d − 1�τ 

 

We select the neighborhood radius ∈, for each ��find a set ��
∈ 

let all points �� in the neighborhood satisfy:  ,at 

this time replace �� with the average value of ��satisfying in ��
∈: 

 

  (2) 

 

  (3) 

 

 Equation (3) generates the neighborhood matrix ��  and then 

calculates the covariance matrix �� = ���� ���� , which is 

formed of  �� . R represents ��  diagonal weight matrix. The 

eigenvalues and eigenvectors of ��  are determined, and the 

projection matrix !�  is formed by the eigenvector "�  with p 

minimal eigenvalues. 

 

  (4) 

 

 The projection of ��  into !�  orthogonal projection space, 

followed by the correction of � . 
 

  (5) 

 

Set the rebuilt chaotic time series to ��
#  using the inverse 

procedure of the Takens technique to reconstruct the chaotic 

time series. Choose the optimal wavelet basis function and 

decomposition layer for ��
#  wavelet decomposition. The 

following are the coefficients of decomposition: 
 

  (6) 

 

 where �����$� represents the approximation coefficient and 

%����$� represents the detail coefficient; p and q represent the 

impulse responses of the filter; and j represents the 

decomposition scale. The approximation wavelet coefficients 

are invariant, and after passing the soft threshold setting on the 

detail coefficients, �&
#'  is rebuilt to yield the noise-reduced 

chaotic time series. 

 

 (7) 

 

B. Principle of Particle Swarm Optimization 

A particle swarm algorithm is a kind of meta-heuristic 

algorithm subjected to a model of bird flock behavior. The birds 

in the flock are the particles in the particle swarm, and each 

particle has two attributes: velocity and position. Suppose the 

position of the i-th particle in the m-dimensional space is (� =
�$��, $�), … , $�*� , the velocity is +� =  �-��, -�), … , -�*� , and 

the current best position is .� =  �/��, /�), … , /�*� . The best 

position in all particles is .0 =  �/0�, /0), … , /0*�. Each current 

extreme value .1234  is shared with other particles in order to find 

the optimal solution 51234   of the whole and to adjust its position 

and velocity, where the x+1th iteration is as follows: 

 

  (8) 

 

  (9) 

 

where w is the weighting factor controlling the flight speed; 6, 7 

are random values obeying U(0,1) uniform distribution; 8� and 

8) are learning factors used to adjust the weighting affecting the 

flight direction. 

C. LW-PSO Algorithm 

The local projection technique is the standard approach for 

denoising chaotic time series. It reconstructs the flow structure 

of a chaotic attractor orbit after phase space and splits the signal 

subspace and noise subspace to generate the noisy chaotic time 

series. Although it can reconstruct the original dynamical system 

to the greatest degree possible, its high frequency signal noise 

denoising capability is limited. In the detail coefficient portion 

of the local projection approach, high-frequency denoising is 

performed by defining a soft threshold for the system by wavelet 

transform. However, regardless of the denoising method 

employed, the original chaotic time series information will be 

lost, thus the lost information is retrieved by defining the goal 

function, combining noise reduction signals linearly, and 

optimising coefficients using the particle swarm algorithm. To 

preprocess the chaotic time series, a model based on the fusion 

of the local projection method, the wavelet transform, and 

particle swarm optimization (referred to as LW-PSO) is 

developed, which effectively reduces noise interference and 

preserves the original dynamical system to the greatest extent 

possible.  

 The specific steps of the LW-PSO algorithm are as follows: 

1)  Let �� be the noisy chaotic time series of the reaction 

chaotic system, where the clean series is �� . 

2)  The local projection method is used to process �� to get 

 ��
#, Referring to equation 5. 

 

  (10) 

 

3)  Using wavelet transform ��
# , we obtain its 

approximation coefficients �����$� and detail 

coefficients %����$� 

4) Retain the approximate coefficients, soft threshold the 

detail coefficients, filter out the detail coefficients, and 

reconstruct the signal, Referring to equation 7. 

5) Establish the objective function, find the minimum 

value. 
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  (11) 

 

6)  Particle swarm parameters initialization: given particle 

swarm size i, learning factors 8�  and 8) , maximum 

number of iterations ItTimes, variable dimension m, 

velocity size and position variation. 

7)  Calculate the fitness of each particle target and find the 

global optimal position /0*
9  and the optimal solution 

51234 . 

8)  Given the random parameter matrix 6, 7 , the inertia 

weight coefficient w varies linearly to update the 

particle velocity position. 

9)  Determine whether the preset number of iterations or 

the target is reached; if yes, stop the calculation and 

output /0*
9  and the optimal solution 51234 , otherwise 

turn 7. 

D. LW-PSO algorithm flow chart 
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Fig. 1 Flow chart of algorithm. 

III. SIMULATION VERIFICATION 

In order to verify the LW-PSO method proposed in this 
paper, the method is applied to the classical Lorenz system 
simulation and analyzed as follows: Firstly, Gaussian white 
noise is added to the Lorenz chaotic system, and the noise 
reduction effects of the four methods are compared with local 
projection noise reduction, wavelet transform, Schreiber noise 
reduction, and the LW-PSO method, respectively, and the chaos 
recognition rate of this system under the influence of 
30%(SNR=10dB) Gaussian white noise is also compared. 

The dynamical equations of the Lorenz system: 

  (12) 

 

Fig. 2 Two-dimensional phase diagram of a noiseless Lorentzian system. 

At a = 10, b = 8/3, c = 28, the system is in a chaotic state. Set 
the initial values �: =  −1, �: = 1, ;: = 0 , Gaussian white 
noise level = 30% (or SNR=10 dB), constituting a chaotic 
system. Using four methods for noise reduction in this paper, 
Schreiber with the local projection noise reduction method 
reconstructs the phase space embedding dimension 7 with a 
delay time of 1. The wavelet function is chosen at bior6.8, and 
the high frequency noise of D1, D2, and D3 is chosen to be 
filtered out, while the low frequency is retained. The parameters 
in the LW-PSO method in PSO are set: the population size is 50; 
the initial learning factor is 2.0; the maximum number of 
iterations is 1000; and the variables are 2-dimensional. The 
results are shown in Fig. 3. 

 

Fig. 3 As shown in the figure, the two-dimensional phase diagram after noise 

reduction of the four methods, from the figure can be known that the two-

dimensional phase diagram after LW-PSO noise reduction is closer to the 
original phase diagram. 

From Fig. 3, it can be seen that although the Schreiber noise 
reduction method, the local projection noise reduction method, 
and the wavelet transform method can reduce the noise to a 
certain extent, they cannot show the clear geometric structure of 
the attractor of the original Lorenz system. And the LW-PSO 
noise reduction method proposed in this paper can still recover 
the geometric mechanism of the original Lorenz system under 
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30% Gaussian white noise addition, restore the real dynamics 
trajectory of the signal, and the noise reduction effect is more 
superior to the other three methods. In order to analyze the effect 
specifically, the SNR, RMSE and chaos identification correct 
rate are calculated before and after the four methods. 

As can be seen from Table I, the signal-to-noise ratios of the 
Schreiber denoising method, the local projection method, and 
the wavelet transform method after denoising are 13.18, 12.40, 
and 17.08, respectively. the chaos recognition rates are 
significantly improved to 82%, 58%, and 100% when adding 30% 
of Gaussian white noise intensity. The LW-PSO proposed in this 
paper has the best results in terms of S/N ratio, mean square error 
and chaos recognition rate: 16.24 for S/N ratio, 2.28 for mean 
square error reduction and 100% for chaos recognition rate, 
which are the best of the four methods. 

TABLE I 

 COMPARISON OF THE RESULTS OF THE TWO METHODS 

Comparison of the results of the four methods 

Three types of evaluation criteria 

System SNR RMSE CRR 

40% plus noise Lorenz system 10.00 2.70 0% 
Schreiber noise reduction method 13.18 1.90 82% 

Local Geometric Projection 12.40 2.08 58% 

Wavelet domain denoising 

LW-PSO method 

17.08 

26.24 

1.21 

0.42 

100% 

100% 

 

To further validate the LW-PSO noise reduction method 
proposed in this paper, the method is applied to several classical 
systems: chaotic systems. Lorentzian system and Ikeda system; 
nonlinear stochastic system: sinusoidal system driven by noise. 
Meanwhile, 0%, 10%, 20%, 30% and 40% white noise are 
superimposed on the classical system with 5000 data volumes to 
observe whether the chaos recognition rate is improved after the 
noise reduction of the original method and the noise reduction 
of the improved method, and the experimental results are shown 
in Table II below.  

TABLE II 

 CLASSICAL SYSTEMS IN VARYING DEGREES OF WHITE NOISE INFLUENCE 

Correct Chaos Recognition Rate after Schreiber Noise Reduction [16] 

Measure noise level (% of std. dev.) 

System 0% 10% 20% 30% 40% 

Lorenz 100% 100% 97% 82% 36% 

Noise-driven sine map 50% 3% 22% 5% 78% 

Ikeda 100% 100% 100% 100% 14% 

Chaos recognition correct rate after noise reduction by R-S method 
Measure noise level (% of std. dev.) 

System 0% 10% 20% 30% 40% 

Lorenz 100% 100% 100% 100% 76% 

Noise-driven sine map 35% 85% 80% 45% 40% 

Ikeda 100% 100% 100% 100% 90% 

 

The noise-driven sinusoidal mapping is originally a random 
system, but it is easily identified as a chaotic system in the noisy 
environment. As can be seen from Table II, the Schreiber 
method performs better in the noise-free environment and the 
high-noise environment; under the LW-PSO method noise 
reduction, the correct recognition rate of the method system is 
higher in the 10%-30% noise environment, and the two methods 
can be applied in different environments. 0% to 30% noise added 
classical chaotic systems Lorenz system and Ikeda system, 
Schreiber In the classical chaotic system Lorenz system and 

Ikeda system with 0% to 30% noise addition, the recognition rate 
of the Schreiber method after noise reduction is above 82%, and 
the recognition rate of the LW-PSO method after noise reduction 
is above 100%, indicating that the difference between the 
recognition rate of the chaos after noise reduction of the two 
methods is not significant at low noise content and high signal-
to-noise ratio. It is difficult to achieve the noise reduction effect 
only from the flow structure in the high noise environment, and 
the chaos recognition rate of the LW-PSO method is much 
higher than that of the Schreiber method when 40% noise is 
added.  

IV. EXAMPLE SIMULATION  

The chaotic nature of precipitation time series[17], [18]has 
been proved by Sivakumar et al. The observation of precipitation 
time series is susceptible to evaporation, loss, instrumentation, 
and human error in reading data to generate a lot of noise. The 
chaotic nature of precipitation time series is highly sensitive to 
noise, and the accuracy of precipitation time series data is very 
important for water development and river flood control, so 
effective noise reduction is needed for the rainfall time series. 

A. 50-year rainfall in Chengdu 

The actual observed values of daily and decadal precipitation 
in Chengdu from January 1970 to December 2020 are shown in 
the figures. Noise reduction is applied to this data, and its noise 
reduction sequence is shown in Fig. 4.  

The rainfall is affected by noise, as shown in Fig. 4(a) (b), 
which causes the rainfall sequence map before noise reduction 
to appear messy, whereas the rainfall sequence after noise 
reduction is smooth and has some regularity.  

 

(a) 

 
(b) 
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(c) 

 
(d) 

Fig. 4 The actual observed values of precipitation per decade in Chengdu from 

January 1970 to December 2020, (a) shows the rainfall series with noise, (b) 
shows the rainfall series with LW-PSO method, (c) shows the phase diagram of 

the rainfall series with noise, and (d) shows the phase diagram of the rainfall 
series with LW-PSO method. 

The rainfall is affected by noise, as shown in Fig. 4(a)(b), 
which causes the rainfall sequence map before noise reduction 
to appear messy, whereas the rainfall sequence after noise 
reduction is smooth and has some regularity. From the C-C 
method to find the embedding dimension m = 3 and the time 
delay τ = 2, it can be seen from the two-dimensional phase space 
reconstruction Fig. 4(c) that the phase diagram of the rainfall 
sequence before noise reduction shows the characteristics of 
randomness, while the two-dimensional phase Fig. 4 (d) of the 
rainfall sequence after noise reduction obviously shows the 
geometric structure of chaotic attractors, which indicates that the 
rainfall sequence retains its deterministic components and is 
obviously enhanced after noise reduction using the method in 
this paper. Not only is the noise reduction effect achieved, but 
also the chaotic attractor of the two-dimensional phase diagram 
once again verifies the existence of certain chaotic 
characteristics of the Chengdu rainfall sequence. 

After the noise reduction by LW-PSO and the other three 
methods, the chaos identification of the rainfall sequences was 
carried out. The closer the value of the sequence result from the 
0-1 test [19]is to 1, the stronger the chaos of the system, and the 
closer the value of the sequence result is to 0, the more chaotic 
the system is, as shown in Fig. 5. The daily precipitation for each 

five-year period from 1970 to 2020 is calculated as the rainfall 
series. 

 

 

Fig. 5 The figure shows the K values of the sequence 0-1 test method after noise 
reduction by four methods. 

Due to the influence of noise, the K-value of the Chengdu 
rainfall sequence is calculated to be close to 0 by the 0-1 test 
method before noise reduction, and its sequence exhibits random 
characteristics, which is consistent with our observation in the 
two-dimensional phase diagram. However, the K-value after 
noise reduction by the local projection method is also close to 0, 
indicating that the local projection method is less effective at low 
signal-to-noise ratios. The rainfall sequences after noise 
reduction by the Schreiber method, wavelet transform method, 
and LW-PSO method can all be tested for K-values and have 
similar K-values. It can be seen that although the 0-1 test K value 
of the local projection method is 0, the LW-PSO method 
proposed by this paper can not only solve the poor performance 
of the local projection method at low signal-to-noise ratio but 
also complete the recovery of the original rainfall sequence 
chaotic system under the particle swarm optimization algorithm. 
The K value of the 0-1 test method is close to 1, and the chaotic 
attractor in the two-dimensional phase diagram is more obvious. 
It indicates that the LW-PSO method filters out the Chengdu 
rainfall sequence noise more adequately and retains the original 
chaotic characteristics. 

V. CONCLUSION  

This paper proposes a chaotic sequence noise reduction 
method that integrates local projection method, wavelet change 
and particle swarm algorithm, and uses Lorenz, Ikeda and other 
classical chaotic sequences for simulation. Experimentally, it is 
proved that in the process of gradually increasing noise intensity, 
the original dynamical structure is destroyed more seriously, and 
it is difficult to achieve a better effect of noise reduction only 
from the perspective of phase space reconstruction embedded in 
the flow structure. And this paper starts from dividing the signal 
and noise subspace of the noisy chaotic sequence and removing 
the noise subspace; classifying the low frequency and high 
frequency by wavelet transform, removing the high frequency 
D1-D3, and retaining the original chaotic sequence signal to the 
maximum extent. The combined two noise reduction sequences 
are optimized and smoothed by particle swarm algorithm, and 
the signal-to-noise ratio, mean square error and chaos 
recognition rate are much better than the other three methods. 
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The simulation results show that the proposed LW-PSO method 
can be effectively applied to the noisy chaotic time series in 
Chengdu, which is ready for the next step of chaos prediction 
and chaos control. 
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A Family of Distributions on Learnable Problems

Without Uniform Convergence
César Garza

Abstract—In supervised binary classification and regression prob-
lems, it is well-known that learnability is equivalent to uniform
convergence of the hypothesis class, and if a problem is learnable, it
is learnable by empirical risk minimization. For the general learning
setting of unsupervised learning tasks, there are non-trivial learning
problems where uniform convergence does not hold. We present here
the task of learning centers of mass with an extra feature that “activates”
some of the coordinates over the unit ball in a Hilbert space. We
show that the learning problem is learnable under a stable RLM rule.
We introduce a family of distributions over the domain space with
some mild restrictions for which the sample complexity of uniform
convergence for these problems must grow logarithmically with the
dimension of the Hilbert space. If we take this dimension to infinity,
we obtain a learnable problem for which the uniform convergence
property fails for a vast family of distributions.

Keywords—statistical learning theory, learnability, uniform conver-
gence, stability, regularized loss minimization

I. INTRODUCTION

IN papers such as Blumer et. al. [1], different conditions

have been shown to be equivalent to learning supervised

tasks such as binary classification, regression, or multiclass

prediction. Learning with the empirical risk minimization

rule (ERM) in the supervised case is equivalent to uniform

convergence of the empirical risk to the true risk with a

rate that is independent of the distribution over the instance

set. For binary classification, Vapnik and Chervonenkis [2]

showed that finiteness of a combinatorial condition known as

the VC-dimension is a necessary and sufficient condition for

learnability under the ERM rule. For some regression problems,

finite fat-shattering dimension characterizes learnability [3] and

the Natarajan dimension characterizes learnability of some

multiclass learning problems [4].

For the general learning setting, there is no equivalence

between learnability and uniform convergence, as Shalev-

Shwartz et al. showed in [5]. Instead, the key notion is stability,

as defined in section III. Examples of learnable problems

without uniform convergence can shed more light into how

Vapnik’s notion of “strict” learnability fails in the framework

of unsupervised learning.

In this paper we present two unsupervised tasks for the

center of mass over the unit ball in some Hilbert spaces. The

second problem is a modification of the first that makes it a

strictly convex, bounded, smooth problem. We show that these

tasks are learnable by exhibiting stability using smoothness

of the corresponding loss functions, with a coefficient that is

independent of the dimension d of the Hilbert space. We also

show that these tasks possess distributions D concentrated in a

C. Garza is with the Department of Mathematics & Statistics, University of
Houston Downtown, Houston, TX, 77002 USA e-mail: (garzace@uhd.edu).

small ball around the origin for which the uniform convergence

property does not hold in the infinite dimensional case. In

section II we present the formal definitions of learning under

the ERM rule in the supervised case and discuss the equivalent

notions of uniform convergence and finiteness of VC-dimension

in the binary classification case. In section III we introduce the

generalized concept of learning as defined in [5]. After defining

the equivalent concept of stability, we present a theorem from

[5] that shows that for convex-smooth-bounded problems, the

Regularized Loss Minimization rule (RLM) with Tikhonov

regularization leads to a stable learning algorithm. Finally,

in section IV, we introduce our learning problem where the

uniform convergence property fails. This can be described as

the task of finding the “center of mass” of a distribution over

the unit ball of R
d, where an extra parameter α indicates

which of the coordinates are marked as “active” or “inactive”.

We show that this problem is learnable using the RLM rule

with a sample complexity that does not depend on d. Then we

choose a probability distribution for the instance space such

that if m < log2(d), there is a high probability that a sample

of i.i.d. labeled points of size m has a high estimation error.

We say that such samples are not “ǫ-representative”. The main

theorems of this paper are Theorems 5 and 6 where we show

that for distributions D on the domain Z concentrated in a ball

of radius 1/4 and yielding a uniform Bernoulli distribution

on the parameter α, a.s. the ERM rule does not converge

to a minimizer of the true population risk as the sample

size m → ∞, not even for strictly convex bounded smooth

problems where the ERM minimizer is unique. We hope that

the distributions presented here are only the starting point for

a rich variety of stable problems in unsupervised settings that

lack the uniform convergence property.

II. THE SUPERVISED LEARNING SETTING

In the supervised learning setting, we have an instant space

X , a label set Y , and a hypothesis class H. The domain

Z := X × Y has a sigma-algebra structure and we have a

“loss” function ℓ : H × Z → R≥0 that is measurable for all

h ∈ H. We also assume the loss function is bounded over

H×Z .

Given a probability distribution D over Z , the risk or true

error of a hypothesis h ∈ H denoted as LD(h) is defined as

the expected value of the loss function over Z; that is,

LD(h) = E
(x,y)∼D

[ℓ(h, (x, y))]

While H,Z and the loss function ℓ are known to the learner,

we assume that D is unknown. It is thus not possible to simply

choose h ∈ H that minimizes LD(h). Instead, we consider
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training samples S ∼ Dm of m i.i.d. draws from Z . Each

sample S is a sequence of the form ((x1, y1), . . . , (xm, ym)),
where xi ∈ X and yi is the corresponding label. For any

m ∈ N, we will use the notation [m] to denote {1, . . . ,m}.

Our overall goal in this setting is to have a learning algorithm

A that picks a hypothesis A(S) ∈ H based on the training

sample S with approximately minimal possible risk. Generally,

we expect the approximation to get better with the sample size.

Before we give the formal definition of learnability, we present

some examples of supervised statistical learning tasks:

• Binary Classification: Let Y = {0, 1} and let H be the

set of functions h : X → {0, 1}. The loss function is

the indicator function ℓ(h, (x, y)) = 1h(x) 6=y . This is also

known as the 0 − 1 loss function, which measures if h
labeled the example (x, y) properly or not.

• Linear Regression: Let X be a bounded subset of R
n

and let Y be a bounded subset of R. Let H be a set of

bounded functions h : X → R, and let ℓ be the square

loss function: ℓ(h, (x, y)) = (h(x)− y)2.

• Ranking: We can consider ranking problems for classifi-

cation or information retrieval purposes. The training data

is a list of items and we assign a partial order to the items

in the list. If X is the set of instances, let X ∗ =
⋃∞

n=1 Xn

be the set of all sequences of instances from X of arbitrary

length. Here Z =
⋃∞

r=1(X r×R
r). The hypothesis class H

is the set of ranking hypotheses h that receive a sequence

of instances x = (x1, . . . ,xr) ∈ X ∗ and return a vector

y ∈ R
r. By sorting the elements of y in increasing order,

we obtain a permutation of [r].
There are many possible ways to define a loss function

for ranking. If we denote by π(y) the permutation of [r]
induced by the vector y ∈ R

r, then one example is the

0− 1 loss function ℓ(h, (x,y)) = 1[π(h(x)) 6=π(y)]. Better

examples of loss functions for ranking are the Kendall-Tau

loss or the Normalized Discounted Cumulative Gain loss.

See [6] for more details.

Ideally, we wish to pick in this setting a hypothesis h ∈ H
that minimizes the true risk LD(h), but since D is unknown to

the learner, this is not feasible. We wish to obtain a learning

rule A such that, upon receiving a training sample S of size

m, A outputs a hypothesis A(S) and the expected value of

the difference between the true risk of A(S) and the minimal

risk is small, with this value approaching 0 as the sample size

m → ∞. That is,

E
S∼Dm

[LD(A(S))−min
h∈H

LD(h)] ≤ ǫ(m)

where Dm is the probability over m-tuples in Z induced by

applying D to pick each element of the tuple independently of

the other members of the tuple. We also require the rate ǫ(m)
to be monotonically decreasing with ǫ(m)

m→∞−−−−→ 0.

Since D is unknown, we ask for learnability that the above

inequality is consistent over all distributions D on Z . This

leads us to the formal definition of learnability of supervised

tasks.

Definition 1. A learning problem is learnable if there exist

a learning rule A and a monotonically decreasing sequence

ǫconst(m), such that ǫconst(m)
m→∞−−−−→ 0 and for all distributions

D on Z ,

E
S∼Dm

[LD(A(S))−min
h∈H

LD(h)] ≤ ǫconst(m). (1)

A learning rule A for which this holds is denoted as a

universally consistent learning rule.

This is a direct generalization of agnostic PAC-learnability

as seen in [3]. Note that instead of asking for an inequality

similar to (1) that holds with probability 1− δ over all samples

S, we ask for a uniform rate over the expected value of the

difference of errors for all distributions on Z .

A. Equivalent Forms of Learnability

The learner does not have access to the distribution D
of the domain. Nevertheless, the learner can compute an

empirical error or empirical risk based on the training

sample S. This is denoted by LS(h) and it is defined as

the error a hypothesis h incurs over the training sample. If

S = ((x1, y1), . . . , (xm, ym)), then

LS(h) :=
1

m

m
∑

i=1

ℓ(h, (xi, yi))

We say that a rule A is an ERM (Empirical Risk Minimizer)

if it minimizes the empirical risk

A(S) ∈ argmin
h∈H

LS(h).

Here argmin denotes the collection of hypotheses in H for

which the value of LS(h) over H is minimal.

We say that a problem is learnable under the ERM rule if

the ERM rule described above satisfies (1) for all distributions

D over Z .

A simple idea that is related to learnability is to have

a hypothesis class H for which the empirical risk of any

hypothesis h ∈ H is a good approximation of its true risk.

This is formalized in the definition of uniform convergence of

a learning problem.

Definition 2. A learning problem with domain Z = X × Y
and hypothesis class H is said to have the uniform convergence

property if

sup
D

E
S∼Dm

[

sup
h∈H

|LD(h)− LS(h)|
]

m→∞−−−−→ 0

More intuitively, given any ǫ > 0, there exists m ∈ N such

that for any distribution D on Z and any hypothesis h ∈ H,

the mean value of |LD(h)− LS(h)| is less than ǫ.
The uniform convergence property says that the empirical

risks of hypotheses in the hypothesis class converges to their

population risk uniformly, with a distribution-independent rate.

We offer a third combinatorial concept that is used in binary

classification problems only. Let Z = X × {0, 1}, where each

hypothesis h ∈ H is a mapping h : X → {0, 1} and ℓ is the

0− 1 loss function ℓ(h, (x, y)) = 1h(x) 6=y .
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Definition 3. Let C be a finite subset of X . We say that a

hypothesis class H shatters C if any function from C to {0, 1}
can be obtained as a restriction of an element h ∈ H to C.

Vapnik and Chervonenkis defined in [2] a simple combina-

torial measure that implies uniform convergence.

Definition 4. Let H be a hypothesis class. The VC-dimension

of H, denoted VCdim(H), is the maximal cardinal D such

that a set of cardinality D in X is shattered by H.

For binary classification problems we have a chain of

equivalences explained in the next theorem.

Theorem 1 (The Fundamental Theorem of Statistical Learning,

see [6] Theorem 6.7). Let X be the set of instances and let H
be a hypothesis class of binary functions on X . Then, under

the 0− 1 loss function, the following are equivalent:

1) H has a finite VC-dimension.

2) H has the uniform convergence property.

3) Any ERM rule is a successful learner for H.

4) H is learnable according to Definition 1.

The situation is depicted in Figure 1.

In the case of regression problems, a similar characterization

holds. This time a hypothesis h is a real-valued function h :
X → R and the loss function is the squared-loss function

ℓ(h, (x, y)) = (h(x) − y)2. The VC dimension is replaced

by the fat-shattering dimension, but the basic equivalence still

holds: a problem is learnable if and only if uniform convergence

holds if and only if the uniform convergence property is present

(see [7]).

Remark 1. In our definitions of learnability, uniform con-

vergence, and stability in the next section, we have used

convergence in expectation, and defined the rates as rates on

the expectation. Since the loss function ℓ is bounded, by the

dominated convergence theorem, convergence in expectation

is equivalent to convergence in probability. Furthermore, using

Markov’s inequality we can translate a rate of the form

E[|X|] ≤ ǫ(m) to a “low confidence” guarantee P[|X| >
ǫ(m)/δ] ≤ δ. Thus “learnability” can be replaced with agnostic

PAC learnability as defined in [6] in Theorem 1. For simplicity,

we will not discuss in this paper the computational aspects

of learnability, although for the tasks presented here there are

well-known efficient algorithms such as SGD that solve the

problem.

III. GENERAL LEARNING FRAMEWORK

We now consider the general learning setting, where the

domain Z is an arbitrary measurable space. There is still a

hypothesis class H and a loss function ℓ : H×Z → R≥0 that

is measurable on Z and bounded by some constant B. That

is, ℓ(h, z) ≤ B for all h ∈ H and z ∈ Z .

Some examples of general learning tasks that do not fit in

the supervised setting are:

• K-means clustering: Let Z = R
n, let H be all subsets of

R
n with k elements, and let ℓ(h, z) = minc∈h ‖c− z‖2.

Here, each h represents a set of k centroids, and ℓ
measures the square of the Euclidean distance between

an instance z and its nearest centroid, according to the

hypothesis h.

• Stochastic Convex Optimization in Hilbert Spaces:

Let Z be any measurable set, let H be a closed, convex

and bounded subset of a Hilbert space, and let ℓ(h, z)
be Lipschitz and and convex with respect to its first

argument. The task is to minimize the true risk function

LD(h) = Ez∼D[ℓ(h, z)], where the distribution D over Z

is unknown, based on a training sample S = (z1, . . . , zm).

The definitions of learnability and uniform convergence in the

general case are exactly as in Definitions 1 and 2 respectively,

with the only difference being a more general domain space

Z .

In the next section we will prove that in the general

framework learnability is no longer equivalent to uniform

convergence. We will define an equivalent notion of learnability

that is no longer concerned about the complexity of the

hypothesis class. Instead, we wish to control the variance of

the learning rule. Intuitively, an algorithm is considered stable

if a slight change of its input does not change its output much.

To be more precise, given the training set S and an additional

example z′ from Z , let S(i) be the training set obtained by

replacing the i’th example of S with z′. That is,

S(i) = (z1, . . . , zi−1, z
′, zi+1, . . . , zm)

By “a small change of the input” we mean that we feed the

learner A the sample S(i) instead of S. Observe that only one

training sample is replaced. We then compare the loss of the

hypothesis A(S) on the element zi to the loss of A(S(i)) on

the same element zi. We say that A is a stable algorithm if

changing a single example in the training set does not lead to

a significant change. Formally,

Definition 5. Let ǫst(m) be a monotonically decreasing

function with ǫst(m)
m→∞−−−−→ 0 and let U(m) be the uniform

distribution over [m]. We say that a learning algorithm A
is on-average-replace-one-stable with rate ǫst(m) if for every

distribution D over Z

E
(S,z′)∼Dm+1,i∼U(m)

[

ℓ(A(S(i)), zi)− ℓ(A(S), zi)
]

≤ ǫst(m)

For simplicity, we will call a learning algorithm that is on-

average-replace-one-stable just universally stable or simply

stable.

For supervised learning tasks like binary classification or

regression, by the Fundamental Theorem of Statistical Learning,

if a problem is learnable then it is learnable under any ERM

rule. This is no longer true in the general setting. In this case,

the correct approach is to choose a rule that is “asymptotically”

ERM or AERM for short. The precise definition is as follows.

Definition 6. A rule A is universally an AERM rule with rate

ǫerm(m)
m→∞−−−−→ 0 if

E
S∼Dm

[LS(A(S))−min
h∈H

LS(h)] ≤ ǫerm(m)

for all distributions D over Z .

In [5], Shalev-Shwarz et al. proved that general learnability

is equivalent to having a stable universal AERM rule.
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Fig. 1. The Fundamental Theorem of Statistical Learning

Theorem 2 ([5], Theorem 7). A learning problem is learnable

if and only if there exists a stable universally AERM learning

rule.

The theorem even relates the three distinct convergence

rates ǫconst(m), ǫerm(m), and ǫst(m), although we shall not

be concerned about this. It should also be mentioned that,

contrary to binary classification, not any AERM rule is

enough for learnability; the AERM rule must also be stable.

Figure 2 illustrates the correspondences in the general learning

framework.

Note that the uniform convergence property no longer

appears as an equivalent condition for learnability. It can

be shown (see [5]) that uniform convergence is a sufficient

condition for a stable universally AERM rule and hence

learnability, but it is by no means a necessary condition.

In the next section, we consider two types of learning

problems that are learnable by a stable universally AERM

rule, but do not possess the uniform convergence property.

IV. A LEARNABLE PROBLEM WITHOUT UNIFORM

CONVERGENCE

Let B be the unit ball in R
d, let H = B, and let Z =

B × [0, 1]d. Define a loss function ℓ : H × Z → R≥0 as

follows:

ℓ(h, (x,α)) =
d

∑

i=1

αi(xi − hi)
2 =

∥

∥

√
α ∗ (x− h)

∥

∥

2
(2)

where
√
α is the element-wise square root and u ∗ v denotes

an element-wise product. This is an unsupervised learning task

where we try to find the “center of mass” of the distribution

over B and the vector α represents a vector of stochastic

per-coordinate “confidence” weights αi for each coordinate in

R
d.

We will prove that this problem is learnable using smoothness

properties of the loss function. First we define formally the

concept of smoothness that we will use in this paper.

Definition 7. A differentiable function f : R
d → R is β-

smooth if its gradient is β-Lipschitz. That is, for all v,w in

R
d we have ‖∇f(v)−∇f(w)‖ ≤ β‖v −w‖.

Now we can show that our loss function is β-smooth in its

first argument for a constant β that does not depend on the

dimension d.

Lemma 1. The loss function ℓ(·, (x,α)) in (2) is 2-smooth

for all d ∈ N.

Proof 1. Fix (x,α) in Z . Then for v,w in H,

‖∇ℓ(v)−∇ℓ(w)‖ = 2‖〈α1(v1 − w1), . . . , αd(vd − wd)〉‖
≤ 2‖v −w‖

where the last inequality follows since each αi satisfies 0 ≤
αi ≤ 1.

We have thus a learning problem (H,Z, ℓ) where the

following holds:

• H is a convex bounded subset of Rd.

• For all z ∈ H, the loss function ℓ(·, z) is a convex,

nonnegative, 2-smooth function such that ℓ(0, z) =
∑d

i=1 αix
2
i ≤ ‖x‖2 ≤ 1.

This is known as a Convex-Smooth-Bounded Learning

problem (see [6, Definition 12.13]). Instead of working directly

with the loss function ℓ, we use a “regularized” version of it;

namely, we use an ERM rule for the regularized loss function

ℓ(h, z) +
λ

2
‖h‖2

for some parameter λ > 0 to be chosen later. This is also known

as the “Regularized Loss Minimization” (RLM) rule. The extra

function λ‖h‖2/2 is known as Tikhonov regularization. If A is

an RLM learner for some parameter λ > 0, then upon receiving

a sample S ∼ Dm, the algorithm returns a hypothesis

A(S) ∈ argmin
h∈H

(

ℓ(h, z) +
λ

2
‖h‖2

)

Theorem 3 says that the RLM rule is a successful learner for

Convex-Smooth-Bounded Learning problems with a suitable

boundedness condition on the loss function.

Theorem 3 ([6], Corollary 13.11). Let (H,Z, ℓ) be a convex-

smooth-bounded learning problem with parameters β,B, where

‖h‖ ≤ B for all h ∈ H. Assume in addition that ℓ(0, z) ≤ 1

for all z ∈ Z . For any ǫ ∈ (0, 1), let m ≥ 150βB2

ǫ2
and set

λ = ǫ/(3B2). Let A be an RLM learner with parameter λ.

Then, for every distribution D of Z ,

E
S∼Dm

[

LD(A(S))− min
h∈H

LH(h)

]

≤ ǫ

For our center of mass problem, β = 2 and B = 1. Thus

the RLM rule is stable and the problem is learnable under

Definition 1 for any d ∈ N.

Now take H to be the unit sphere B of an infinite-dimensional

Hilbert space with orthonormal basis e1, e2, . . ., where for

v ∈ H, we refer to its coordinates vj = 〈v, ej〉. The weights

α are now a mapping of each coordinate to [0, 1]. That is, α is

an infinite sequence of reals in [0, 1]. The loss function in (2) is

defined with respect to this orthonormal basis and is still well-

defined in this Hilbert space. Since β = 2 was independent of

the dimension d, the infinite-dimensional problem (H,Z, ℓ) is

still a convex-smooth-bounded learning problem and we thus

obtain

Theorem 4. Let (H,Z, ℓ) be the infinite-dimensional problem

where H = B,Z is formed of pairs (x,α) where x ∈ B and
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Fig. 2. The General Learning Framework

α is a sequence of numbers in [0, 1], and ℓ(h, (x,α)) is as

in (2). Then (H,Z, ℓ) is a convex-smooth bounded problem

learnable under a stable RLM rule.

Next we present a family of distributions on Z for which

suph∈H |LD(h)− LS(h)| does not converge in mean to 0 as

m → ∞, showing that the uniform convergence property fails

for this problem. This is an extension of the work in [5], where

only one such distribution was showed. The main goal of this

paper is to show how easy it is to find distributions where

the true risk of a hypothesis is considerably bigger than the

empirical risk, even when the true risk converges in mean

to the minimal risk achievable by elements in the hypothesis

class.

We start with the finite-dimensional case. Let d be a positive

integer and consider the learning problem (H,Z, ℓ) defined

above where H is the unit ball B in R
d. Let D be a distribution

only over B × {0, 1}d satisfying the following two conditions:

1) P
(x,α)∼D

(‖x‖ > 1/4) = 0

2) ∀i ∈ [d] : P
(x,α)∼D

(αi = 1) =
1

2

The two conditions state that the distribution is 0 away from

the ball of radius 1/4 in R
d and that the marginal distribution

on {0, 1}d is a sum of independent, uniform Bernoulli random

variables. Here are two examples of such distributions:

Let C be a finite subset of B such that ‖x‖ ≤ 1/4 for all

x ∈ C. Let D1 be the uniform distribution on C×{0, 1}d. More

generally, let C = {x1,x2, . . .} be a denumerable collection

in R
d such that ‖xi‖ ≤ 1/4 for all i. Assign to each (xi,α) a

probability of 2−i−d. This yields a distribution D2 satisfying

the two conditions above.

As a generalization of the previous example, let µ be any

probability measure on B1/4, the ball of radius 1/4 in R
d

centered at 0 and let U be the uniform distribution on {0, 1}d.

Then for D3 = µ×U extended to 0 over B × {0, 1}d the two

conditions hold.

We will show that the rate of uniform convergence for the

problem (H,Z, ℓ) grows with d. First we define a notion of

“representative” samples with respect to a distribution D.

Definition 8. Let ǫ > 0. A training set S is called ǫ-
representative (with respect to domain Z , hypothesis class

H, loss function ℓ, and distribution D) if

∀h ∈ H, |LD(h)− LS(h)| ≤ ǫ

Lemma 2. Let D be a distribution over B×{0, 1}d satisfying

(1) and (2). Assume 2m < d. Then with probability of at least

1 − e−1, a sample S of size m is not 1
5 -representative w.r.t.

(H,Z, ℓ,D).

Proof 2. Let S = ((x(1),α(1)), . . . , (x(m),α(m))) be a sample

of m i.i.d. draws from Z with distribution D. We will show

that with probability at least 1 − e−1 > 0.63, there exists a

coordinate j ∈ [d] such that α
(i)
j = 0 for all i ∈ [m].

Indeed, the probability that this occurs is given by

P





⋃

j∈[d]

⋂

i∈[m]

{α(i)
j = 0}



 = 1− P





⋂

j∈[d]

⋃

i∈[m]

{α(i)
j = 1}





By our choice of D, the α
(i)
j are independent uniform Bernoulli

random variables. Hence

1− P





⋂

j∈[d]

⋃

i∈[m]

{α(i)
j = 1}





= 1−
∏

j∈[d]

(

1− P

(

α
(1)
j + . . .+α

(m)
j = 0

))

= 1− (1− 2−m)d

≥ 1− (e−2−m

)d

= 1− e−d2−m

(3)

≥ 1− e−1

Now we show that a sample S for which α
(i)
j = 0 for some

coordinate j ∈ [d] and all i ∈ [m] cannot be 1
5 representative

with respect to this distribution D. Let ej be the standard unit

vector along coordinate j in R
d. Then ej ∈ H and

LS(ej) =
1

m

∑

i∈[m]

ℓ(ej , (x
(i),α(i)))

since α
(i)
j = 0 for all i and ej has only one nonzero coordinate,

=
1

m

∑

i∈[m]

∑

k∈[d]\{j}

α
(i)
k (x

(i)
k )2

≤ 1

m

∑

i∈[m]

∥

∥

∥x
(i)
∥

∥

∥

2

≤ 1

16

On the other hand, by the law of total expectation,

LD(ej) = E
(x,α)∼D

[ℓ(ej , (x,α))]

= E
(x,α)

[ℓ(ej , (x,α))|αj = 1]P(αj = 1)

+ E
(x,α)

[ℓ(ej , (x,α))|αj = 0]P(αj = 0)

≥ 1

2
E

(x,α)
[(xj − 1)2 + . . .]

≥ 1

2

(

3

4

)2

=
9

32

We conclude that with probability of at least 1 − e−1 we

obtain a sample S of size m for which |LD(ej)− LS(ej)| ≥
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9
32 − 1

16 > 1
5 for some j ∈ [d]. Such a sample is not 1

5 -

representative.

Lemma 2 shows that the sample complexity m for uniform

convergence in the (H,Z, ℓ) finite-dimensional problem is

Ω(log(d)).
In the infinite dimensional case where H = B is the unit

sphere in a Hilbert space with orthonormal basis e1, e2, . . . and

ℓ has the coordinate-free form in (2), we consider distributions

D of the following form:

1) D is nonzero only on B1/4 × [0, 1], where we have

identified sequences α in {0, 1} with real numbers in

the interval [0, 1].
2) The marginal distribution on [0, 1] is the uniform dis-

tribution. If we regard α ∈ [0, 1] as a sequence where

each αj is 0 or 1, this means that all αj are independent

uniform Bernoulli random variables.

Theorem 5. Let (H,Z, ℓ) be the learnable problem as in

Theorem 4. Then the problem does not have the uniform

convergence property.

Proof 5. Let D be a distribution on Z with the two properties

defined above. The estimates in (3) carry out the same in the

infinite dimensional case. If we take the limit as d → ∞, we

obtain that a.s. if we take a training sample S of size m, there

is a coordinate j such that α
(i)
j = 0 for all i ∈ [m]. By the

same computations as in Lemma 2, we obtain that for such

distributions D and for all m,

E
S∼Dm

[

sup
h∈H

|LD(h)− LS(h)|
]

≥ 1

5

Therefore (H,Z, ℓ) does not have the uniform convergence

property.

For the learning problem presented here, we were able to

show that there exists some hypothesis h ∈ H for which the

true risk does not converge to the empirical risk as m → ∞.

We can sharpen this example by exhibiting a problem for which

the empirical risk minimizer h∗ also exhibits this problem.

Consider the problem (H,Z, ℓ′) where H and Z are as in

Theorem 4, but the loss function is now

ℓ′(h, (x,α)) =
∥

∥

√
α ∗ (x− h)

∥

∥

2
+ η

∞
∑

j=1

bj(hj − 1)2 (4)

where η = 0.01 and {bj : j ∈ N} is any set of positive numbers

such that
∑

bj = 1.

The new loss function ℓ′ is (2 + 2η)-smooth and since

the additional term is strictly convex, ℓ′ is strictly convex.

Therefore, for any training sample S of any size,

h∗ ∈ argmin
h∈H

L′
S(h)

is unique, where L′
S(h) is the empirical risk of the hypothesis

h with respect to the new loss function ℓ′. Assume that D is a

product measure on B1/4 × [0, 1] satisfying conditions (1) and

(2). In particular, x and α are independent random variables.

Lemma 3. Let S be a i.i.d. sample of size m of Z according

to Dm. If h∗ ∈ H is the unique empirical risk minimizer of ℓ′,
then a.s. ‖h∗‖ = 1.

Proof 3. First consider the unconstrained optimization problem

of finding

h∗
UC ∈ argmin

h

L′
S(h)

For any training sample S of size m, a.s. there exists a

coordinate j such that α
(i)
j = 0 for all i ∈ [m]. Thus only

the second term in (4) depends on hj . Since h∗
UC is the

unique minimizer of L′
S , we obtain h∗

UC,j = 1. Consequently,

‖h∗
UC‖ ≥ 1. It follows that in the constrained case where

h ∈ H, we must have ‖h∗‖ = 1.

We will denote by L′
D(h) the true risk of hypothesis h under

the loss function (4).

Theorem 6. Let S be a i.i.d. sample of size m of Z according

to Dm. Let h∗ ∈ H be the unique empirical risk minimizer of

ℓ′, and let L∗ = minh∈H L′
D(h). Then a.s.

|L′
D(h

∗)− L∗| ≥ 1

5

Proof 6. By Lemma 3, ‖h∗‖ = 1. We write

L′
D(h

∗) = E
(x,α)

[ℓ′(h∗, (x,α))]

≥ E
(x,α)

[

∞
∑

k=1

αk(xk − h∗
k)

2

]

since x and α are independent with our choice of D:

=
∞
∑

k=1

E
α

[αk]E
x
(xk − h∗

k)
2

=
1

2
E
x
[‖x− h∗‖2]

≥ 9

32

On the other hand,

L∗ = min
h∈H

L′
D(h)

≤ L′
D(0)

= E
(x,α)

[ℓ′(0, (x,α))]

= E
(x,α)

[
∥

∥

√
α ∗ x

∥

∥

2
] + η

≤ E
(x,α)

[‖x‖2] + η

≤ 1

16
+ η

Since η = .01, |L′
D(h

∗)− L∗| ≥ 9
32 − 1

16 − .01 > 1
5 .

Theorem 6 says that for any product measure D = µ×U[0,1]

on B1/4 × [0, 1] where U[0,1] is the uniform distribution on

[0, 1], then a.s. the unique empirical risk minimizer h∗ of

(H,Z, ℓ′) performs much worse than the population optimum

L∗ and therefore does not converge to it as m → ∞. Thus

this problem is not learnable under the ERM rule, although

we already showed that is learnable under a RLM rule.
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V. CONCLUSION

Theorems 5 and 6 are generalizations of Example 4.1 in [5].

In that paper, the authors only presented a single distribution D
concentrated on 0 ∈ B where the uniform convergence property

fails. We have presented a very rich family of distributions

over B × [0, 1] where the gap between the empirical risk and

the true risk is bounded away from 0 a.s. for any sample

size m. The only restrictions on D that we have imposed are

a concentration of D in a smaller ball of radius 1/4, and a

corresponding distribution of independent, uniform Bernouilli

random variables on the α variable. We can even relax some

conditions on the problem we have studied here. For example,

we can ask that the hypothesis class H is a bounded convex

set only. This family of distributions for the weighted center

of mass problem also shows that “pathogenic” distributions

on Z where the uniform convergence property fails are much

more common than originally thought.
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Abstract 

The aim of this paper is to evaluate if changes in accounting standards for MFIs do improve financial 

disclosure, operational and financial performance 

This paper  make three important contributions; Firstly, it contributes to accounting literature by 

looking at how changes in accounting standards in an emerging economy can affect MFIs financial 

disclosure and performance. Secondly, it contributes to microfinance literature by explaining how 

changes in accounting standards within the MFI sector affects financial disclosure and activities of 

MFIs. Thirdly, the explains how changes in accounting standards can affect MFIs meeting their social 

needs and poverty reduction. 

This paper is based on 35 indepth interviews with Managers and Accountants of MFI consortia in 

Cameroon.  

Our findings show that changing accunting standards for MFIs without any well developed financial 

markets do not benefit the MFIs and do not improve financial disclosure. Secondly, accounting 

change is not of prime importance to MFIs given their sizes, their stakeholders and the nature of their 

activities. Rather than changing accounting standards for MFIs, MFIs should be provided guidelines 

on how their financial statements be presented to help imrpve their performance. 

1. Introduction 

In 2011, Cameroon and 14 Francophone states, one Spanish speaking state (Equatorial Guinea), and 

one Portuguese speaking (Guinea Bissau) state in Africa opted for a new accounting treaty, the 

Harmonisation of Business Laws in Africa [French acronym, OHADA] for enterprises in Africa. This 

change according to [36], is “to harmonize and modernize business laws in Africa so as to facilitate 

commercial activity, attract foreign investment and secure economic integration in Africa” as 

stipulated “within the framework of the objectives of the New Partnership for Africa’s Development 

(NEPAD) agreed in June 2002 at the G8 Kananaskis summit”. It is worth noting here that, this change 

was for all African states. But Anglophone states have not signed up to this treaty due to linguistic 

problems, Article 42. Article 42 states that the working language of the treaty is French [36] even 

though there is considerable progress at translating this document into English. 

The Banking Commission for Central African States [french acronym, COBAC] was drafted in 2002 

to regulate the Microfinance sector in the Monetary Union of Central African States [French acronym, 

CEMAC]. COBAC was drafted in following a period of huge losses by Microfinance Institutions 

(MFIs) in the CEMAC region. In 2002, COBAC instituted regulations on Cooperative Societies 

(COBAC, 2002) and in 2011, COBAC made mandatory the OHADA Treaty for MFIs [2]. The aim of 

COBAC was to institute good governance practices, increase accountability, strengthen risk 

mechanisms and improve risk strategies, and improve financial disclosure across the sector. However, 

the outcomes have been mixed. In terms of improving governance practices, the changes instituted 

shareholders within the MFIs resulting to hybrid-institutions where managers of MFIs became more 

focusd on meeting the demands of shareholders at the expense of the poor [39]. In terms of 

accountability, the COBAC regulations and due to lack of proper monitoring and supervision, MFIs 

opened multipe lines of accountability that allow them meet the regulatory requirments [3]. In the area 

of risk, the COBAC regulations allowed managers of MFIs to price risk differently to help them meet 

the demands of the shareholders [4] & [12]. For over a decade since the COBAC regulations and 9 

years since OHADA treaty were made mandatory for MFIs in Cameroon and CEMAC, little is known 
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if at all the changes in accounting standards have improved financial disclosure within the 

microfinance sector in Cameroon especially as MFIs in this region have adopted for OHADA instead 

of International Financial Reporting Standards (IFRS) [72].  

The reason for the changes in accounting standards for MFIs in Cameroon is to help them 

communicate their activities, financial performance and position to potential investors [71]. IFRS is 

therefore seen as one of the best methods to help these MFIs not only do this but also increase 

transparency [42]. Unfortunately, there is no uniformity when it comes to adopting these accounting 

standards. To [79], MFIs should be allowed to adopt different standards and IFRS if they operate in an 

area where the accounting standards are not well-developed or if there are no national accounting 

standard. [72] argue that this has led to a situation where the adoption of these standards varies from 

country to country and in some cases, others adopt regional standards such as the case with OHADA 

for MFIs in Cameroon. As a result, MFIs are now using different standards to prepare financial 

reports for their different stakeholders [74], with some using national accounting standards when 

reporting to regulatory authorities while others use IFRS when reporting to external donors and 

international investors [5].  

According to [73], because of increase commercialisation of MFIs and some taking the for-profit 

status, adopting IFRS provides incentive for investors wishing to diversify their portfolio to invest in 

MFIs [15]. [40] and [32] argue that adopting new accounting standards such as IFRS and preparing 

financial statements following these standards lowers information risk and capital cost. [15] argue 

that, adopting new accounting standards leads to improved quality of financial reports and accounting 

figures.       

The aim of this paper therefore is to evaluate the effect of changes in accounting standards for MFIs 

and if these changes have improved financial disclosure. Previous studies have shed light on the 

reasons why public and privately listed companies in developed countries will adopted new 

accounting standards [35], [6], [28], [41], [13], [32], [5]. With the execption of studies by [1] and [73] 

who looked at the reasons why MFIs in emerging economies choose to adopt new accounting 

standards, there are no studies that look at the effect of adopting these standards by MFIs operating in 

emerging economies. The paper addresses the limitation by looking at the effect of adopting these 

accounting standards in the context of a developing economy. Following, this paper intends to answer 

the question; Does adoptng new accounting standards improve financial disclosure for MFIs in an 

emerging economy? This paper  also makes the following important contributions; Firstly, it 

contributes to accounting literature by looking at the outcome of changes in accounting standards on 

MFIs financial disclosure in an emerging economy. Secondly, it contributes to microfinance literature 

by looking at how changes in accounting standards can affect financial disclosure and activities of 

MFIs. Thirdly, the findings of the paper brings out relevant poverty mitigating policy implications  as 

in part highlight how changes in accounting standards can affect MFIs in meeting one of the metrics 

of the UN Sustainable Development Goals (SDGs) of ending poverty by 2030 [45]. 

This paper is structured as follows; The second section looks at the history of MFIs in Cameroon; The 

third section, explains the accounting changes in Cameroon and their effects on organisations. The 

fourth section presents the research methods; The fifth section data analysis of findings, and the sixth 

concludes by highlighting by the policy related and other contributions and limitation of the paper.  

2. Brief history of Microfinance in Cameroon 

MFIs emerged to fill the gap created by mainstream financial institutions as an alternative means of 

providing capital to the low-income people such as "loans without collateral, group lending, 

264



Conference Proceedings, Stockholm Sweden July 12-13, 2022

progressive loan structure " [78] to help them invest in income generating activities thereby 

contributing to eradicating poverty [45]. MFIs have since extended their activities to cover a broader 

range of activities such as savings, insurance, money transfer services; in general, and development 

lending [53].   

Microfinance as it is in Cameroon today can be traced back to 1963 where it was introduced in 

Njinikom (a suburb in the North West Region) by Rev. Father Anthony Jansen, a Roman Catholic 

priest originally from Holland [56]. The Rev. Father discovered that the local communities were not 

only selling their cash crops before the harvesting season but were also involved in localised thrift and 

loan societies popularly referred to as "njangis" charging very high interest rates for loans used to buy 

fertilizers and pesticides. He then brought together sixteen members of his congregation who started 

with a discussion group referred to as "St. Anthony Discussion Group". These sixteen members 

started with a savings scheme which has since been transformed into (MFIs) operating today across 

Cameroon [3].  

The microfinance sector in Cameroon really gained grounds after the 1980s following the banking 

crisis in Cameroon because of major failings linked to the government interventions in the banking 

sector, inadequate management of the banking sector and lack of any credible enforcement regime of 

the banking regulations [2]. MFIs took advantage of that gap in the market especially as 

Cameroonians were in need of financial services such as savings schemes that were no longer 

available and established itself as a major option for the poor who in most part were segregated by the 

mainstream financial institutions [69].    

 

3. Related literature on MFIs and Accounting Standards 

 Accounting play different roles within organisations. [49] argues that "accounting has provided an 

operational and influential language of economic motives, its calculations had infused and influenced 

important policy decisions, and the visibilities it created played an important role in making real 

particular segmentations of the organisational arena. Accounting not only reflected the organisation as 

it had been but also played a not insignificant role in positively making the organisation as it now is". 

To [58], accounting has been used to create a pattern that are tied to modes of legitimation and 

relations of power within organisations.  

Accounting is seen as providing a constructive method in shaping the role played by actors within 

organisations by “spreading concepts like value for money, accountability, efficiency, effectiveness, 

turning them into new shared meanings and values” [20]. Accounting plays a vital role in 

organisations by altering the organisational and social life therefore influencing perceptions of actors, 

changing the language of the organisational actors and infusing dialogue, and thereby changing the 

ways in which “priorities, concerns and worries, and new possibilities for action are expressed” [50]. 

Accounting also plays a significant role in the creation of organisational domain [49] and governable 

person [66]. Unfortunately, “little is known about how accounting systems are created and developed” 

[76]. This has led to others believing that accounting is a political, social, and economic process 

fabricated by both internal and external actors to change organisations [50], & [52]. [21] argue that, 

accounting has become a tool used by “powerful actors pursuing their own interests – political and 

economic”. This has led to changes in accounting standards highly contested especially as the reasons 

for the change is likely to be linked to various organisational pressures and rationales [79]. 

265



Conference Proceedings, Stockholm Sweden July 12-13, 2022

Changes in accounting standards within organisations are not new as it is often the result of some 

external forces acting on the organisation and internally by management to progress own agenda [52]. 

Factors such as social, political, and economic are today widely seen as significantly contributing to 

changes in accounting standards within organisations [50]. According to [83], these changes have 

often been on how organisations should organise their accounts, requirements to buy new software, 

changing their accounting rules and procedures such as financial disclosure and formal 

responsibilities and giving instructions to collect new data. The reason behind these changes in 

accounting standards within organisations are to align accounting with organisational, and economic 

contexts [50].  

However, the role of accounting "in the emergence of organisations as we now know, the external and 

internal boundaries which they are conceived of having .... have been subjected to little investigation. 

Relatively little consideration has been given to the ways in which accounting changes has become 

implicated in, and, in turn, shape" [51] financial disclosure within organisations and Microfinance 

Institutions (MFIs) in particular.  

 

“Accounting reforms have been rare in Cameroon … with much of its pressure for reforms is coming 

from external forces such as, World Bank and other donor agencies” [68]. However, viewing the 

important role accounting plays especially with economic development, [67] argues that Cameroon 

had to adopt accounting reforms and integrate International Accounting Standards (IAS) in order to 

attract foreign investments.   

These changes in the financial sector in Cameroon has not been followed by swift reforms in 

accounting standards in Cameroon as to bolster the microfinance sector. The reason for the slow 

reforms in accounting standards in Cameroon is widely attributed to the fact the Cameroon’s 

accounting and financial standards are aligned more to CEMAC accounting plan which is derived 

from the French “Plan Comptable General” with a similarity of 64% to France’s system [67], with its 

“pre-planned accounting codes” [68]. As a result, [42] argue that accounting reforms in Cameroon in 

most cases is accidental.  

Over the past 60 years of the political history of Cameroon, accounting reforms have been slow and 

accidental [42] & [68]. Firstly, up to 1961, Chapter 37 of the Laws of the Federation of Nigeria and 

Lagos 1958 was the accounting standard used by the then British Cameroons. This accounting plan 

according to [61] was modelled on the British Companies Ordinance of 1922. They argue that the 

specificity with this accounting plan did not require organisations operating in British Cameroons to 

keep accounting and bookkeeping records. On contrary, the French Cameroon was using the 

Ordonnance de Commerce of 1673 put through by Jean-Baptiste Colbert during the reign of Louis 

XIV, and the Napoleonic Commercial Code of 1807 [34]. Ordonnance de Commerce according to 

[34] had an elaborate codification system and organisations operating in French Cameroon were 

required by law to keep accounting records.  

In 1965 and following unification of the two Cameroons (British Southern Cameroons and French 

Cameroons in 1961), the two accounting plans were changed to Plan Comptable General [33] & [73]. 

Then came The African and Malagasy Common Organization (French acronym OCAM) in 1970. 

OCAM’s Accounting Plan was derived from the French Plan Comptable of 1947 and 1957. The 

difference between the two was at the level of the codification of the principal accounts, the 

introduction of financial statements such as the fund accounts, an income statement section to 

measure gross profit and value added, consolidation accounts, prescribed measures for asset valuation 

and income measurement, and the requirement for notes explaining the accounts and the accounting 

266



Conference Proceedings, Stockholm Sweden July 12-13, 2022

policies used in preparing the statements [50]. OCAM Accounting plan had an elaborate codification 

system (in the form of index card) that specified which code had to be credited or debited [50]. 

According to [50], it took accounting to different levels by emphasising on both micro and macro 

aspects of accounting. [33] argued that it “was very much in tune with the spirit of the British 

Corporate Report (ASC, 1975), the Canadian Stamp Report (CICA, 1980) and the Trueblood Report 

(AICPA, 1973)”.  

However, in 2011, OCAM was replaced by OHADA. According to [35], OHADA is a blend of the 

Anglo-Saxon model of accounting with the French accounting system approach by codifying some of 

the provisions of International Financial Reporting Standards (IFRS) and incorporating them as 

articles within the framework of OHADA in line with the French civil law tradition “wherein codes 

and statutes are highly structured and systematized” [35]. [68] argues that adoption of OHADA by 

Cameroon came after long hesitation by Cameroon in adopting the Anglo-Saxon accounting approach 

because of the versatility it carries.  

Since 2011, the OHADA accounting treaty has been mandatory for all MFIs operating in the CEMAC 

region [2]. This treaty is divided into four major parts (General guidance on formation of Cooperative 

Societies in Africa, guidance as to what should be done in case of dissolution of any Cooperative 

Society, penalties and sanctions, and other issues relating to the activities of Cooperative Societies in 

Africa), and into 390 articles [69]. Prior to this coming into effect, in the CEMAC region, there were 

similar regulations put in place by the Banking Commission for Central African States (COBAC) 

regulations on Cooperative Societies in 2002 [23].  

Accounting change is often seen as being exogenously driven and a result of regulations and some 

cosmetic behaviour of external forces to constrain and shape organisations [37]. The reason behind 

these changes is to provide an easy method of transparent and comparability of cross-country firm’s 

financial reporting and disclosure [50]. Unfortunately, these changes in accounting standards have 

been seen as being burdensome for managers as these do not allow them to communicate effectively 

with investors or permit them show the “benefits of investments in quality improvements, human 

resource development programmes, research and development and customer service” [50].  

[46] argue that, the effect of any changes in accounting standards to improve the quality of financial 

reporting does not yield any benefits compared “to the effects offerees such as managers' incentives, 

auditor quality and incentives, regulation, enforcement, ownership structure, and other institutional 

features of the economy in determining the outcome of the financial reporting process”. [24] and [59] 

argue that changes in accounting standards alone do not translate to improved quality of financial 

disclosure. [10] argue that, as a result to improve on financial disclosure through changing accounting 

standards, this had led to undermining key institutional features such as manager and auditor 

incentives therefore not guaranteeing financial disclosure. [9] argue that changes in accounting 

standards are promoting “rules-based” approach to financial reporting over a “principles-based” 

approach. This has resulted to a situation where organisations place more emphasizes on accounting 

disclosures that fairly represents the company's financial position, as opposed to the former, which 

emphasizes on compliance over substance [46]. This has resulted in accounting moving from a 

customised and "inward-looking" philosophy through to a "control-based" approach to today's 

"market-based" approach [51]. 

 

4. Research Methodology and Theoretical Framework  
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The main research method for this research is case study and qualitative data was collected through 

in-depth interviews, observations, and document review (a combination of both inductive and 

deductive approaches). Through case study, we were able to investigate how changes in accounting 

practices leaves blurred boundaries within the MFI sector, their activities, and the poor [85]. Changes 

in accounting practices has been a medium and an outcome of articulating contradiction [78] and 

alternative approaches [25]. Therefore, through case study, and using the case of MFIs in Cameroon, 

this provided us with the opportunity to investigate how changes in accounting standards can affect 

financial disclosure [62] & [77].  Through interviews, we were able to gain an understanding of the 

changes in accounting standards as perceived by the actors, how these changes have affected ideas 

within the organisations, meanings, interactions and implementation of these changes. Through 

document review, we looked through official accounting documents such as budgets, financial reports 

and most accounting documents which represents these accounting change. We then analysed these 

documents to ascertain any changes that might have occurred overtime which helped us understand 

the evolution of these changes, the source of this change and the relationship between both the 

internal and external actors. We also observed the different communications concerning these 

changes. Our aim was to understand how the different actors adopted these new changes, their 

perception and how these changes affected decision making by actors. We were also able to go 

through meeting notes of managers during meetings with shareholders and other key members of 

staff. This provided us the opportunity to understand the reaction of the shareholders, members of 

staff and managers perceptions to these changes and possible disruptions to financial disclosure [7] & 

[43].  

This research is based on 35 in-depth interviews (semi-structured) with managers (20) and 

accountants (15), observations and document review. In-depth interviews were conducted in 

Cameroon between June 2019 and March 2020 with managers and accountants of MFIs of the two 

largest MFI consortiums in Cameroon, Cameroon Cooperative Credit Union League (CamCCUL) and 

Mutuelle Communautaire de Croissance (MC2). The interviews were based on the problems the 

interviewees encounter with the changes in accounting practices in Cameroon, problems with 

monitoring and implementation of these changes, the choice of financial disclosure used within their 

organisations, and the effects on their activities and the society as a result of these changes in 

accounting practices and financial disclosure. 

The thirty-five interviewees were purposively selected using the key informant technique from 45 that 

accepted to participate in the research [60] and the criteria highlighted below. The choice of 35 

respondents was based on how long the respondent has been working within the microfinance 

industry in Cameroon (a minimum of five years), the respondent’s knowledge of the subject matter, 

their influence within the area and, the participant’s availability. The same questions were asked to all 

respondents and the respondents were allowed to express themselves freely. The researcher’s role was 

moderating the interview process and where necessary, and followed up with a probing question to 

clarify on a subject discussed but not explicit by the respondent. The interviews ranged from thirty 

minutes to one hour.  

The data was transcribed and analysed using thematic analysis. Thematic analysis is used in 

qualitative research or data collection to analyse different classifications and themes related to the 

data and thus provided a means to illustrate in greater detail on diverse subjects by using different 

forms of interpretations [17]. In our case thematic analysis is considered appropriate for two major 

reasons; Firstly, it allowed us the opportunity to relate the concepts, behaviours, actions and thoughts 

of our interviewee and the data [55]. Secondly, since our data was collected using interviews, 

observations and document review, thematic analysis allowed us to adopt the flexibility of either 
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using inductive or deductive approach [64]. Through the inductive approach, which most of the data 

was collected, we started with a precise exploration of our topic/question(s) and then moved to 

generalisations and then theory. Thematic analysis allowed us to link our data to the different themes 

generated [70]. Through deductive approach, thematic analysis allowed us to construct meaning from 

the different themes emanating from participants’ opinions or feedback during the study.  

In our case, data was gathered using different methods with different participants at different 

locations. Thematic analysis according to [18] provides researcher with the means to identify, analyse, 

organise, describe, and report the different themes found within a data set. [17] argue that, in such 

cases, thematic analysis provides the most effective method to produce and present data that will 

reflect the reality. Thematic analysis provides us the means to investigate how the current accounting 

practices have been influenced by actors and then highlight the apparent differences or similarities in 

the outcome of the financial disclosure by organisations. 

 

Accounting change is influenced by a “multiplicity of agents, agencies, institutions and processes” 

[65]. Change within organisations can originate from either internal or external actors and is shaped 

by the internal or external forces [20]. As a result, the role of accounting in shaping organisational 

change has been studied using different theoretical institutional perspectives. New Institutional 

theorists have argued that changes in accounting practices within organisations are often driven by 

powerful organisations [63], [75], and [80] and the result of new regulations or behaviours of external 

powerful agents [83]; [37], [57]. They argue that because of institutionalisation and diffusion of 

power, this affects the decisions made by those within the organisations and thus leads to a situation 

where this converges into isomorphisms. On the other hand, old institutional theorists believe that 

changes in accounting within organisations is the result of accounting rules and routines that have 

become stabilised and transformed into new ones through the process of institutionalisation and 

deinstitutionalisation [19]. These two perspectives have failed to explain how the pace and outcome of 

this accounting change interacts with the internal dynamics of the organisation facing similar 

pressures [84]; [30]. [30] argue that, these two perspectives do not provide explanation as to how 

these accounting practices have become institutionalised, changed, or deinstitutionalised within 

organisations. To [22], the two institutional perspectives are more focused on the organisational field 

and failed to explain the role played by powerful agents, those with special interest on the 

organisation and the role played by the political nature of the organisation.  

 

In our case, for us to evaluate the effect of changes in accounting standards on MFIs and if these 

changes have improved financial disclosure, we will use the archetypes theory [44],[45]. According to 

[56] change represents “the shift between different archetypes and comprises both structures and 

systems and beliefs and values”. To [20], change can be formal or informal and can result to different 

outcomes “(radical vs. incremental), paces (i.e., evolutionary versus revolutionary) and levels 

(structures and systems versus ideas and values) of change, adopting a micro-level perspective (the 

organisation)” [56].  

 

Given the fact that there are different external agents responsible for accounting change within 

organisations, organisations adopt different methods to respond to these pressures [27]. Organisations 

therefore provide that domain for these different agents to interact in pursuing their goals and interest 

by either willingly or unwillingly distorting the processes that existed within the organisation and 

turning the organisation into their personal weapon [30]. By using the Archetypes theory, we are 

creating an internal process for us to interpret the external environmental pressures resulting from the 
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external and internal agents [45]. To [56], the Archetype theory provides the possibility for 

organisations to respond differently to any change stimuli. [56] further argue that, the Archetype 

“theory provides a finer-grained definition of the final outcome of change, in terms of shift in both 

structures and systems and related ideas and values”. By using Archetype theory, we differentiate 

between the systems and structures that are undergoing change and the different values and beliefs 

used by actors to define if change has been achieved [53].  

 

5. Data Analysis and Presentation of Findings 

 

We started by asking the managers to understand the role of the supervisory and monitoring 

authorities in Cameroon on their choice of accounting standards. According to Theodore, “the role of 

the supervisory and monitoring authorities in Cameroon is to make sure that whatever accounting 

standard we use should help MFIs produce accurate, relevant and timely financial reports”. Jean-

Jacque stated that “the role of the supervisory authorities is to ensure that we adhere to OHADA 

accounting standards in preparing our financial statements”. To Marie, “their role is also to ensure that 

our financial statements submitted to the Ministry of Finance on a yearly basis represent the true value 

of our institutions”. The reason why financial statements are submitted yearly to the Ministry of 

Finance is to avoid managers falsifying their accounts and financial misrepresentation [38]. [38] argue 

that it is important that supervisory authorities compare these financial statements with those of 

previous years to see if the managers have restated their financial position as this is direct evidence of 

accounting manipulation. Joana argued that the reason why these accounts are submitted to the 

Ministry is to make sure that “the accounts conform with the OHADA treaty”. [79] argue that 

supervisory authorities need these financial statements to enforce compliance by organisations. 

Kingsley argued that “the reports are often required by shareholders during board meetings”. These 

reports according to William “are used to determine our performances and pay progression”. This is 

consistent with the argument by [86] that owners of SME are increasingly dependent on financial 

statements to make important decisions about their organisations. However, [73] argue that, there is 

an increase discrepancy on how financial statements are used by different stakeholders. These 

discrepancies in the use of financial statements by different stakeholders according to Emilia “is 

because the regulations in place have brought different stakeholders and especially shareholders who 

are more profits focused”. To John, “the use of financial statements by stakeholders varies with level 

of education”. [86] argue that owners who are knowledgeable about financial statement are better 

placed on making good decisions about the profitability, liquidity and the different risks their 

organisations are exposed to compared to those with little or no idea of financial statements.  

 

Our next question was to find out given that users of accounting information and their needs is broad, 

if they require different accounting information. Almost all the accountants of the MFIs under the two 

MFI (CamCCUL and MC2) consortia in Cameroon, agreed that their users are “branch managers, MFI 

managers, board members, external auditors, regulatory and supervisory authorities, and investors” 

and Sebastian stated that they “have different information needs”. Thomas informed us that “knowing 

the users and their information needs allow them build their systems and reports to facilitate with 

providing information when needed”. According to [29], the role of accountants within MFIs is very 

important in three ways; designing the accounting system used, are the primary users of this system to 

make sure that the right information is provided to the user in the right format, time and size, and play 

the role of internal auditor. For this reasons, [29] argue that the communication method used by the 

accountant to communicate information is critical for the success of MFI. 
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Our next question was to know the “systems” they are using to meet their needs. According to 

Dickson, “due to MFIs being of different sizes, they have invested in different software”. It should be 

noted here that the accountant was not willing to provide further details of the software. To Mercy, 

“the software they use is provided by Afriland First Bank”. [81] argue that, the reason for this 

software is to help these institutions organise their accounts in order to provide accurate and timely 

information to their stakeholders [40].  

 

Our next question was to get the view of our respondents on the use OHADA accounting treaty 

compared to IFRS to produce financial statements. According to Mercy, “OHADA is a regional 

standard based on the accounting of the different countries in the CEMAC zone and we are required 

to prepare our financial statements following the treaty”. On the other hand, Dickson argued that 

“OHADA is more of the old French Plan comptable General. This means that financial statements 

have some differences between OHADA and IFRS due to codification of accounts under OHADA”. 

However, [31] argue that, the use of domestic accounting standards in producing financial reports 

reduces the quality of such reports. To Dickson, “there are differences between OHADA accounting 

treaty and IFRS and does not allow much room for comparability”. The problem with issues of 

comparability according to [8] is that OHADA treaty was developed without any prior development 

of regulations guiding the CEMAC market. This according to Elizabeth, “is further compounded with 

differences in interpretation due linguistic differences between the Anglo-Saxon and the French 

countries” (Cameroon not excluded as the country uses both languages). As a result of these issues, 

[31] argue that without any changes to the market in an area, adopting new accounting standards will 

not yield any significant benefits.   

 

Our next question was to find out from our respondents if they use any other financial standard other 

than OHADA to produce their financial statements. Theodore, John, Joana and Lucas agree to using 

IFRS from time to time. On their part, Sebatian, Thelma and Ebogo stated that they use only 

OHADA. The reason for these differences according to Benjamin is “to lack of any version of 

OHADA treaty in English”. According to [36], because of no authoritative version of the OHADA 

Treaty in English is the reason why many countries in Africa with the Anglo-Saxon culture have not 

adopted this treaty. Thomas argued that they “use IFRS at times to avoid understating the value of our 

MFIs”. On his part, Lucas argued that “we are category one MFIs and have shareholders who want to 

see a return on their investment. For this reason, we have to produce our accounts to allow investors 

make informed decisions”. The essence of a unified accounting standard is to allow firms to produce 

financial reports that best reflect the firm’s economic position and performance [11]. [11] & [43] 

argue that, national accounting standards allow managers of MFIs “to manage earnings thereby 

decreasing their accounting quality”. [70] argue that firms using national accounting standards are 

likely to report lower net income, less cashflows and lower equity value for share prices. [16] argue 

that, MFIs need to follow international accounting standards in preparing their financial statements if 

they require more capital which is controlled by those outside of the organisation. However, [78] 

argue that MFIs do have this special characteristic of using financial business model to support social 

mission of providing soft loans to the poor. To [48] & [78] their economic or financial performance 

should not be judged based on the level of financial disclosure, but if they meet the two minimum 

requirements; “Is the information essential for understanding the core condition of an MFI and its 

potential to move beyond reliance on scarce subsidized funding? In present practice, is the 

information frequently missing from MFI financial statements?” 

 

Given the differences in the use of accounting standards, we asked Elizabeth, Sampson, Joana and 

Lucas about enforcement. Sampson argued that “monitoring and enforcement of the use of accounting 
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standard is with the Ministry of Finance”. To Elizabeth, “the Ministry does not have enough staff to 

strictly enforce the accounting standards used by MFIs”. Due to laxed enforcement of accounting 

standards in Cameroon, [11] argue that, MFIs are now adopting “principle - based approach”. [81] 

argue that, government agencies lack the capacity and are unwilling to regulate MFIs because MFIs 

are of different types, legal structure and use different methodologies to meet their social objective 

[13], [3]. To [16], without any strict monitoring and enforcement on the nature of accounting 

standards used, MFIs are unlikely to grow and achieve that degree of financial self-sufficiency, 

outreach and impact because of those outside being unable to properly asses the institutions because 

of lack of audited financial statements. However, [78] argue that, “even if financial statements are not 

audited, … disclosure guidelines are intended to apply, especially when financial statements are used 

to present an MFI’s financial condition to outsiders such as donors or investors”. According to Emilia, 

“despite the Ministry not having the manpower to supervise and monitor our activities, we do submit 

yearly financial statements to stay within the law”. According to John, “being part of the CamCCUL 

Network, we are required by our umbrella organisation, CamCCUL to submit our financial statements 

to the Ministry of Finance”. [82] argue that organisations that voluntarily disclose their financial 

reports means that such information are truthful, adequate, and represent a transparent process where 

their shareholders and investors can easily access this information. [14] & [54} argue that, such 

voluntary disclosure by MFIs increases public trust on these institutions, improves on the quality of 

decisions made by shareholders and investors, and increases donations. Unfortunately, going through 

documents of eight MFIs, we observed, because of these voluntary disclosures, they ordered to pay 

corporation taxes because of their profit margins. 

 

Our next question was to find out the effect of the changes in accounting standards on the activities of 

MFIs. To Isaac, “the greatest problem with the requirements of OHADA is for us to produce these 

accounts. Unfortunately, most of those who need these financial statements to make decisions are not 

familiar with these financial statements let alone appreciate or understand these financial statements”. 

On his part, Ashu, argued that “without understanding these financial statements, it is a challenge for 

the shareholders and supervisory authority to use these accounts to monitor and manage MFIs”. [26] 

argue that, without the supervisory authority understanding the different financial statements, this 

often leads to confusion between the use of prudential and non-prudential regulations to regulate the 

activities of MFIs. Another problem with the changes in accounting standards according to Edmond is 

“the apparent lack of professionals who are able to prepare accounting statements complying with the 

OHADA Treaty”. He further argued that this situation is due to “lack of training offered by the state 

prior to rolling out the treaty”. To Roland, “the state should have started by getting every stakeholder 

involved in the policy making process and made sure everyone working within the financial sector, be 

they accounting associations, accounting and auditing professional bodies or donor organisations 

participated in the dissemination and adapting the OHADA treaty”. On his part, Olivia argued that 

“without training on this treaty, training of staff on this treaty has been pushed to both the accountant 

and MFIs”. She further argued that “this has led to MFIs incurring huge costs on the services of 

external auditors”. To Oliver, “one of the problems with changes in accounting standards leaves MFIs 

with doubts on how to report certain assets and especially loans. Most big MFIs report their loans 

using accruals while smaller MFIs report their loans on a cash basis”. As [47] argue, this shows the 

effect on changes on accounting standards cannot be uniform in both the Northern developed 

countries and Southern developing countries.  

 

6. Discussion and Conclusions 

Accounting change is important to help investors and others outside of the organisations to make 

informed decisions about the organisation. In the case of MFIs, accounting change is not of prime 
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importance given their sizes, their stakeholders and the nature of their activities. What is important for 

MFIs are guidelines on how they can present their financial statements to meet the needs of their 

users.  

 

In the case of MFIs in Cameroon, the OHADA accounting treaty was hastily drafted and implemented 

without any prior consideration on the effect on their activities. OHADA treaty has left institutions 

with more cost especially as there was not prior training and no authoritative version in English. 

Without well-developed capital market in the CEMAC region, there are little benefits in terms of 

improved financial disclosure from changes in accounting standards. Without proper training, users of 

the financial statements are unable to make useful decisions. It is therefore important that 

governments in the CEMAC area roll out training and not allow that in the hands of the MFIs.     

 

Appendix 1: List of participants and their organisations 

 Names  Gender Organisation Position 

1 Theodore Male CamCCUL Manager 

2 John Male CamCCUL Manager 

3 Jean-Jacque Male MC2 Manager  

4 Sebastian Male MC2 Accountant 

5 Marie Female MC2 Manager 

6 Thomas Male CamCCUL Accountant 

7 Elizabeth Female CamCCUL Manager 

8 Ebogo Male MC2 Accountant 

9 Sampson Male CamCCUL Manager 

10 Joana Female CamCCUL Accountant 

11 Lucas Male CamCCUL Accountant 

12 Lucia Female MC2 Manager 

13 Mercy Female CamCCUL Accountant 

14 Marius Male CamCCUL Manager 

15 Manfred Male CamCCUL Accountant 

16 Dickson Male MC2 Accountant 

17 Thelma Female MC2 Manager 

18 Olivia Female CamCCUL Accountant 

19 Oliver Male CamCCUL Accountant 

20 Divine Male CamCCUL Manager 
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21 Emilia Female MC2 Manager 

22 Ernest Male CamCCUL Accountant 

23 Benjamin Male CamCCUL Manager 

24 Isaac Male CamCCUL Accountant 

25 Roland Male MC2 Accountant 

26 Elsie Female CamCCUL Manager 

27 Mary Female CamCCUL Accountant 

28 Ashu Male CamCCUL Accountant 

29 Johnson Male CamCCUL Manager 

30 Edmond Male MC2 Manager 

31 Timothy Male CamCCUL Manager 

32 Kingsley Male CamCCUL Manager 

33 William Male CamCCUL Manager 

34 Lawrence Male MC2 Manager 

35 Miriam Female CamCCUL Manager 
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Pay Per Click Attribution: Effects on Direct Search 
Traffic and Purchases 

   Abstract—This research is focused on the relationship between Search 
Engine Marketing (SEM) and traditional advertising. The dominant 
assumption is that SEM does not help brand awareness and only does it in 
session as if it were the cost of manufacturing the product being sold. The 
study is methodologically developed using an experiment where the effects 
were determined to analyze the billboard effect. The research allowed the 
cross-linking of theoretical and empirical knowledge on digital marketing. 
This paper has validated that, this marketing generates retention as 
traditional advertising would by measuring brand awareness and its 
improvements. This changes the way performance and brand campaigns are 
distributed within marketing departments, effectively rebalancing budgets 
moving forward. 

    Keywords—Search Engine Marketing (SEM), Click-through ratios 
(CTR), Pay-per-click (PPC), Marketing attribution. 

2 - Problem statement 

 SEM tools such as PPC traffic and its sustained causal 
link with the advertiser's website visits (direct traffic) and 
subsequent conversion represent a relevant research 
topic for the emerging knowledge production in 
advertising management contexts in the digital age [1]. 
Concerns about its value are the backbone of our 
research, with brand awareness and what concerns the 
value of CTR as contributing parameters in 
understanding digital marketing from the perspective of 
digital consumers during an internet search [2]. 

The interest in this topic is substantially based on the 
previous studies consulted and cited as the basis of the 
argumentation that has been exposed. However, 
advertisers have only had at their disposal information 
generated through descriptive studies in broad contexts, 
in which there is evidence of the need to undertake future 
research under empirical approaches supported by causal 
relationship designs, to obtain specific data on the 
performance of their digital marketing strategies in 
metrics such as direct traffic, the number of sessions, 
click-through rate and conversion rate, issues that 
together with the understanding of the meaning given by 
users to brand awareness they are repeatedly noted as 
matters of interest for future research. 

lines that consider directly analyzing causal relationships 
sustained between the SEM and the referred metrics, to 
evaluate the "billboard effect" with greater experimental 
precision. In the same way, the interpretation and 
understanding of the narrative of the users regarding the 
perception of the brand. This combination of approaches 
ensures a more holistic view of digital marketing. 

3 - General theoretical framework of the study 

An organization has strategic resources that give the 
opportunity to develop competitive advantages over its 
rivals (improve results). Resources are very diverse, but 
their characteristics are values that must be tangible, 
unique, difficult to imitate and irreplaceable. This sets up 
the company with a sustainable competitive advantage 
[3].  

One thing is the resources that an organization has, and 
another thing is the capabilities, what a company can do 
based on the resources it has. The dynamic capabilities 
are knowing how to improve and adapt to changes in the 
environment [4]. 

This resource-based approach is fully in place to address 
current issues. Marketing tools and new digital 
marketing tools represent these resources and 
capabilities that can give an organization a competitive 
advantage over its rivals. 

Despite this, it is surprising that there are few empirical 
studies on this. The investigations reported are still 
incipient in terms of the methodological perspective of 
the empiricist-correlational-causal approach and 
regarding experimental or multi-method designs that 
include qualitative information complementary to the 
explanatory one, so it is necessary to develop heuristic 

With the advent of Web 3.0 and the Internet, companies 
are adapting and using digital marketing. Following the 
signature-focused definition of the American Marketing 
Association [5], digital marketing could be considered as 
the process of creating and communicating a product in 
which value is added for customers and other 
stakeholders, who participate in institutional activities 
and protocols mediated by digital technologies. To this, 
we add that the purpose of digital marketing is to achieve 
a deep knowledge and understanding of the customer to 
the point that the product or service sells itself by being 
appropriately tailored to the customer [6]. We also add 
the perspective that all parties involved participate in a 
process in which an adaptation occurs whereby 
organizations synergize with customers and partners in 
creating, communicating, delivering and sustaining the 
value intrinsic to the product or service. [7] And more 
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and more companies are striving to have a stronger 
presence on the Internet in general and in search engines 
(SE) in particular. These search engines have become the 
strategic platform for companies [8]. They have become 
the main source of information for users and there are 
studies that demonstrate their effectiveness in directing 
traffic to relevant brand offerings [9]. 

Search platforms work with two advertising formats, 
these are SEM and optimization approaches (SEO). SEM 
works primarily on keyword-based searches and website 
visibility in search engines. An adequate advertising 
budget, but above all a concordance of keywords, play a 
vital role in the result [10].  

The adaptation process developed by these digital 
technologies continues to create value in a different way 
in these new digital environments and builds 
fundamental capabilities to create that value together for 
your customers and the organization. These processes 
enabled by digital technologies create value through new 
customer experiences and through interactions among 
customers, in addition to referring to the points of contact 
resulting from that digital activity developed by the 
company [7]. 

To the above it is necessary to add what Christodoulides 
[11] said in relation to marketing and, particularly, with 
respect to brand value when he suggests “that emotional 
connection, online experience, responsive service nature, 
trust, and fulfillment constitute five independent, yet 
correlated dimensions of the construct”. This shows 
disagreement with those who conceptualize it only as the 
passive or reactive result of the marketing intervention. 

Research proved that consumers move through the 
various channels at various stages of the purchase 
process, from knowledge and familiarity, to evaluation 
and purchase of the service or product. That is why 
Anderl [12] considered that "interaction effects between 
contacts across channel types indicate an increase in 
purchase propensity and thus serve as a good proxy for 
progress in multistage purchase decision processes". This 
may be linked to the fact that consumers who 
consistently receive value during their journey through 
the purchase funnel are more likely to be loyal customers, 
an issue that tends to be achieved when generating data 
obtained by analyzing the path followed from the 
purchase funnel; first contact until the conversion is 
made. 

Customers can collect information from search engine-
focused research and read reviews from other customers 
on retailer sites or third-party forums not controlled by 
the seller. In addition, in the digital environment, 

customers can move forward in their decision-making 
journey in fundamentally new ways. 

The above approach, explored from the perspective that 
the consumer is co-creator of the meaning of brand value, 
is consistent with the arguments of Baye, De Los Santos 
and Wildenbeest [13] that brand awareness should be 
included as a strategic part of SEO, due to its beneficial 
effects on traffic and organic clicks, so they consider that 
investments in this parameter are essential. They assert 
that, once insured by other click drivers, “consumers tend 
to click retailers that are more recognized, trusted, have 
reputations for providing value (in terms of prices, 
product depth or breadth), service (well-designed 
websites, return policies, secure payment systems)”. This 
mirrors the approaches presented by Kotler and Keller 
[14] regarding the basic assumptions of the Zaltman 
Metaphor Elicitation Technique (ZMET). 

Regarding this, we must add what Baker [15] reported 
with respect to the fact that the behavior of individuals 
responds to environmental stimuli and that these are 
processed internally to emit a response or behavior, 
preceded by affect and cognition. In reality, consumer 
behavior coincides with the dominance adjusted to the 
environment, whose connotative character is handled in 
the double of the restriction and, at the same time, the 
promotion of the action and behavior of the individual, 
since it has been exposed to marketing and brand 
knowledge and value has emerged. 

Seen from this perspective, digital marketing has better 
elements of judgment that also allow to argue, for 
example, the billboard effect, through which indirect 
mechanisms encourage a brand to take advantage of 
collateral advertising platforms to appear before the 
consumer and make the sale or improve its market 
positioning. Regarding this, Chiou [16] states the 
following: evidence suggests that when third party sellers 
emphasize the brand name in their advertisements, they 
do not stand out and customers are more likely to make a 
purchase through the direct channel, after ignoring 
sponsored offers.  

The above has a competitive advantage in the digital 
environments referred to by Kannan [7] when he states: 
Significant transformations in consumer behavior are 
predicted, derived from digital technologies and devices, 
such as the Internet of Things (IoT) and various products 
associated with artificial intelligence, as well as those 
related to deep learning. Therefore, the prospects are 
promising in terms of research that is limited to this 
theoretical framework, in which digital marketing, brand 
awareness and the billboard effect interact 
synergistically to serve as an argument and basis for 
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answering the questions of research raised here. This is 
despite the fact that much cooperative research is still 
needed among academics, clients, advertising agencies 
and goods and services companies. 

4 - Main contributions of the research and research 

gaps 

The purpose of this study is to evaluate the sustained 
causal relationships between positioning marketing 
(SEM), as digital marketing tools, in relation to direct 
traffic (TD), CTR, and their causal link with results. 
Advertisers' product and service conversion goals and the 
possibility of interpreting users' perception regarding 
brand awareness in qualitative terms are included within 
the heuristic intentions. It constitutes a relevant 
contribution by generating updated data in a substantial 
and contextualized way for the analysis of attribution 
models [17] that allow a better understanding of the 
characteristics of this new synergy between technology 
and marketing, in the hands of the main entities involved 
(agencies, companies and consumers), since the main 
considerations for budget and investment decision-
making are extracted from them [18]. 

The knowledge that will emerge in the terms described is 
in tune with the most advanced in the advertising 
industry. It is confirmed that this study will contribute to 
both academia and the advertising industry, laying the 
foundation for future research but also making marketing 
work more efficient. It will provide more empirical 
evidence to explain the current state of knowledge in this 
area. It also highlights the contributions regarding the 
profitability of the campaigns. In strictly academic terms, 
the contribution to research programs related to digital 
marketing is evidenced by a multiplicity of empirical and 
methodological information of considerable importance. 

In accordance with the above, this research is framed in 
the proposal of a theoretical and empirical contribution 
conceived in the context of a heuristic line that, although 
it has predecessors in a broad environment, specifically 
requires the sum of greater efforts to address objectives 
of knowledge on digital marketing in quantitative and 
qualitative perspectives, which considers the dynamism 
of emerging and disruptive ecosystems in which agencies 
interact with their campaigns, potential clients and the 
product/service they offer. 

5 - Literature review 

Search engine marketing (SEM) emerges as a relevant 
issue in digital advertising and has gained greater 
relevance in today's cybersociety. This study considers 
the theoretical background on SEM and the conventional 
metrics described in broad contexts, but taking into 

account the need for future research that addresses the 
issue from more pragmatic perspectives. In the research 
used as background, the SEM is revealed as a digital 
marketing tool in association with conventional metrics, 
directly and indirectly, known as an approach to the 
billboard effect, a very useful information provider for 
strategic management. 

Based on the above, the keywords that guide this study 
are positioning marketing, brand awareness, direct 
search traffic, conversion rate and click-through ratio, in 
addition to the billboard effect. 

The internet has produced significant cost savings in 
many sectors of the economy, impacting its productivity. 
It helped lower prices for consumers, resulting in faster 
growth in living standards. This huge development 
generated high digital dividends, promoted trade, made 
the use of capital more efficient and has been stimulating 
greater competition, to the point that institutions and 
companies switched their efforts to access potential 
customers through marketing strategies consistent with 
the reality of a market in permanent digital evolution 
according to the World Bank Group [19]. 

Also remarkable is the growth of the online search were 
“the average consumer now practices, about twice per 
day, an activity that barely existed 15 years ago” [20]. 
With over four billion people choosing to shop over the 
internet [21]. This shift in paradigm [20] meant 
advertisers changed their marketing budgets from offline 
(Television, radio or print) to online (Facebook, mainly 
Google) following those consumers who prefer the less 
intrusive navigation inside the search engines compared 
to television [22]. Online marketing forced advertisers to 
continually reinvent themselves in order to respond to the 
growing competition to reach, convert and later generate 
loyalty in their prospective clients. Classic brands had to 
create new competitive advantages in order to remain 
perceived as innovative and aspirational, hence there is a 
digital transformation being built in order to keep up with 
the speed of innovation required to operate in this new 
field. 

In this context, for native e-commerce entities, two 
techniques emerged above the rest. The first one is search 
engine optimization (SEO) strategies which mean 
increasing the amount and quality of visitors to your 
website through non-paid techniques, mainly through 
writing good quality content [13]. Second is Search 
Engine Marketing (SEM) which consists of an 
advertising model where advertisers pay every time a 
user clicks on one of their advertisements [23]. Google 
alone made $134 billion in revenue from advertisers in 
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SEM. The latter is the bulk of the investment and where 
we would like to focus especially on this paper. 

Traditionally, an SEM campaign is measured in terms of 
investment and its direct return. Tracking tools such as 
Google Analytics gives the advantage to do it for free. 
On the other hand, television is measured in less tangible 
manners such as increase in brand awareness or top of 
mind percentage. This created a different bar of 
measuring, making it more difficult for SEM as it can all 
be measured, compared to weaker infer techniques. The 
reality proved that nothing is black or white, and that 
disconnecting investment in television to the 
performance on SEM is misleading as investment on one 
channel brings benefits to the other.  

The Billboard Effect, according to Anderson [24], in the 
hospitality industry, refers to the phenomena where 
potential guests see your hotel on an online travel agency 
(OTA), but then decide to visit — and ultimately book 
through — your website directly. A notorious brand in 
this aspect is Booking.com, a publicly traded company in 
NASDAQ, which managed to grow its brand awareness 
through investing solely in Google with not above the 
line activities. All of it came out of investment in 
quantitative, performance-based activities, and we will 
try to reproduce its effects in this experiment. Our thesis 
is that the billboard effect can also be reproduced using 
Google AdWords, when our brand is exposed to 
customers when searching for hotel terms, hence we will 
use the billboard effect to refer to a brand exposition on 
Google AdWords and not to its traditional definition. 

One of those aspects that must be constantly reviewed is 
the one related to attribution, approaching from a 
different perspective and with respect to which Berman 
refers to as a highly relevant metric that must be assumed 
as “a fully strategic choice by advertisers and publishers 
and not just as a measurement technique” [25]. The 
orientation towards strategic management, according to 
the author, needs to be considered in the future, so it 
deserves new perspectives that generate more 
information about the final conversion in the advertiser 
site. 

Regarding the above, Du, Yuxing, Linli and Kenneth 
(2019) [26] states: "Future research needs to address the 
question of whether the rate of immediate online 
response is positively correlated with the amount of 
online and offline response accrued over time and, 
ultimately, with incremental sales attributable to a single 
spot”. This corroborates the interest in having specific 
information on the effects of advertising, such as search 
engine traffic or PPC on the behavior of users until 

purchase decisions are made in their direct traffic in the 
landing page. 

On the other hand, Li and Kannan [27] raise other 
thematic aspects closely related to attribution, the budget, 
search and keywords, as well as the billboard effect when 
they express the need to “estimate the carryover and 
spillover effects of prior touches at both visit and 
purchase stages is necessary to correctly measure the 
incremental contribution of multiple channels and 
overlapping campaigns and to assist decisions on 
optimizing marketing budgets”. This confirms the 
concern to specify the value of each of the direct and 
indirect variables in the generation of the expected results 
during the planning of the advertising strategy; insisting 
on the urgency of giving advertisers and publishers 
sufficient evidence to make the most accurate decisions 
possible [28]. The main problem comes from the fact that 
Google Analytics, the main performance monitoring 
tool, does not understand the behavior of those who surf 
the web when they change devices; for example, using 
first a mobile and then a tablet to complete the purchase. 

Kannan, Reinartz and Verhoef [29] make other 
contributions in relation to the research requirements, 
when they express: “appropriate attribution strategies 
can allow attribution results be used in real-time for 
targeting purposes. As more and more marketing 
interventions get automated, developments in this area 
are needed to ensure that such marketing campaigns 
result in maximal ROI”. With this, they make clear the 
growing interest in deepening research in these thematic 
fields, which aim towards obtaining first-hand data and 
information for immediate decision making. 

6 - Key literature 

The foundations of the documentary review for this 
research are based on the theme of positioning marketing 
(SEM) as a digital marketing tool in the Information, 
Communication and Knowledge Society (ICT), related 
to the importance of advertising metric data classics. 

ICTs are leading to an enormous development that, 
according to Evans [30], is opting for the IoT and 
granting cyber citizenship within the framework of Web 
2.0. According to the World Bank Group [19], its impact 
tripled and generated high digital dividends, promoted 
trade, made the use of capital more efficient and has been 
stimulating greater competition, to the point that 
institutions and companies channel efforts to access your 
potential clients through marketing strategies consistent 
with the reality of a market in permanent digital 
evolution. 
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Based on the above, online marketing is forced to 
continually reinvent itself to respond to the growing 
requirements presented by product and service providers 
to reach their prospects until they achieve conversion and 
even achieve loyalty. The search engine optimization 
(SEO) strategies and the management of paid links in 
search engines emerged in this context. SEM is 
considered by Anderson et al. [31]. 

This scenario leads marketing managers to rely on online 
metrics such as CTR and cost per click (CPC), as well as 
calls to action (CTA), related to conversion rate and 
return on investment (ROI), but with higher objective 
specificity for return on advertising investment (ROAS), 
providers of sufficient evidence to make decisions 
regarding advertising budgets and strategies. 

However, there are opacities noted concerning some of 
the digital marketing tools and their classic metrics, 
given the inaccuracies about attribution in terms of final 
conversion, according to the approach of Li et al. [32], in 
the context of its progression through the funnel, by not 
considering the indirect effects of the use of other 
channels, in addition to the continuous interactions of a 
dynamic and contextual nature, raised by Kireyev, 
Pauwels and Gupta [33] as pending issues. 

One of those aspects that must be constantly reviewed is 
that referring to attribution, approached from a different 
perspective and with respect to which Berman [34] refers 
to as a metric of enormous relevance that, even, has to be 
assumed as “a fully strategic choice by advertisers and 
publishers and not just as a measurement technique". The 
orientation towards strategic management, according to 
the author, needs to be considered in the future, so it 
merits new perspectives that generate more information 
on the final conversion in the advertiser's site. 

7 - Key research findings 

Previous studies have aimed to describe the 
characteristics of the metrics and even the associations 
between variables, but no research has been proposed to 
seek the empirical establishment of the sustained effects 
of the variables discussed here. 

Regarding the above, Danaher and Heerde [35] say that 
"the measurement of multimedia attribution is an area 
where there much opportunity for marketing science 
principles to make an impact on practice...". This 
corroborates the interest in having in a concrete way 
information on the effects of advertising, such as the 
traffic of paid search engines or PPC on the behavior of 
the users until the purchase decisions are made in their 
direct traffic in the landing page. 

On the other hand, Li et al. [27] raise other thematic 
aspects closely related to attribution, budget, search and 
keywords, and the billboard effect when they express the 
need to “… estimate the carryover and spillover effects 
of prior touches at both visit and purchase stages is 
necessary to correctly measure the incremental 
contribution of multiple channels and overlapping 
campaigns and to assist decisions on optimizing 
marketing budgets”. This confirms the concern to specify 
the value of each of the direct and indirect variables in 
generating the expected results during the planning of the 
advertising strategy. It insists on the urgency of giving 
advertisers and publishers sufficient elements of 
judgment to make the best possible decisions. 

Kannan et al. [29] make other contributions concerning 
research requirements, when they state: “... paid search 
campaigns are generally automated and run on a daily 
basis by algorithms that determine campaign specifics. In 
such a context, misattributions of credit for keywords can 
lead to a significant drop in campaign ROIs…”. With 
this, they clarify the growing interest in deepening 
research in these thematic fields, which point towards 
obtaining first-hand data and information for immediate 
decision making. 

Based on the above, some questions and proposals for 
future research arise that could lead to methodologies, 
models, and, in general, useful knowledge to improve 
digital marketing, establishing the SEM, brand 
awareness, and metrics as a reference. 

Connected to the proposals that the antecedents leave for 
the discussion, the approaches of Kapoor, Dwivedi and 
Piercy [36] are rescued who affirm that knowledge about 
the circumstances in which causal relationships are 
executed can guide the discussion regarding their link not 
only with traffic but with conversion, respecting the 
company's perspective on determining attribution and the 
purpose of your campaign. To this must be added the 
growing interest in brand awareness as relevant 
information for decision making in terms of investment 
and campaigns from the hand of strategic management 
supported by ICT. 

8 - Main hypothesis 

As the first step of inferential verification, it has been 
considered to assume that the basis of the test is oriented 
to estimate the relationship between the study variables, 
for which the inferences that assume as probable a 
relationship between the positioning marketing strategy 
and the direct traffic; the same about conversion, click-
through rate and the number of sessions on the online 
travel agency website. 
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Now, taking into account the premise that the positioning 
marketing strategy (SEM) implies an exposure on the 
internet that favors the presence of the online travel 
agency in cyberspace, and that this affects the 
considerations of the cybernaut who explores the 
network, then it can be inferred that the number of 
sessions that are opened on the web pointing towards the 
agency's site, the direct traffic and the conversion will be 
affected in some way. This circumstance is known as the 
billboard effect and serves as a framework for inferences 
under the hypothetical-deductive method applied in the 
methodological route described later. 

A notable brand in this regard is Booking.com, a 
NASDAQ publicly traded company, which managed to 
increase its brand awareness by investing solely in 
Google with no above-the-line activities. It all came from 
investing in performance-based quantitative activities, 
and we will try to reproduce its effects in this experiment. 

Another important aspect that must be considered in the 
context of the study is regarding user navigation and 
clicks related to the search. Jerath, Ma and Park [37] 
stated that “…click behavior on the search results page is 
governed by two components of the model: the overall 
propensity to click and the likelihood to search for 
information in the sponsored versus organic listings”. 
This highlights the importance of accessing data 
referring to the route followed by the client from the 
beginning of the navigation until the conversion is 
completed. 

Obtaining data on the path that a potential client follows 
or who has actually converted represents valuable 
information. In this way, marketing managers can take 
into account, for example, the fact that the client has 
reached their website after having appeared on the 
website of a third party that has advertised it. This is 
known as the billboard effect. An example of this 
approach is argued by Anderson [24] when he states that 
the theoretical basis for this phenomenon provides an 
explanation for understanding how the potential guest 
accesses information about the hotel through its listing 
on the OTA, but finally makes the reservation directly 
through the hotel's own channel or its subsidiaries. The 
same author argues that potential customers use the 
exposure of a product or service through a third party to 
carry out a first exploration, but they do not make the 
conversion in the consulted portal, but end up converting 
the company directly on the web. 

With this, the billboard effect becomes relevant, and on 
that basis, they are proposed as probable and plausible 
solutions to the research questions. Said premises and 

argumentative basis are raised in the following 
hypotheses: 

H1: It is stated that there are significant differences 
between the averages of sessions due to direct traffic to 
the advertiser's website when comparing when the 
Positioning Marketing Strategy (SEM) ceases and when 
it is active. 

H2: Significant differences are expected between the 
proportion of clicks on the advertiser's website when 
comparing when SEM ceases and when active. 

H3: The significant differences between the conversion 
rate averages are established when comparing them when 
the Positioning Marketing Strategy (SEM) ceases and 
when it is active. 

But in addition, inferences will be made that establish the 
association of the SEM with the metric indicators of 
brand awareness, both in quantitative terms (established 
in a hypothesis) and qualitative (as categories and 
semantic networks). How this will be done 
methodologically will be explained in the next section. 

9 - Research introduction 

The considerations made in this research have as a 
reference the undeniable boom of Information and 
Communication Technologies (ICT) today, being the 
advertising field one of the most influenced. Based on 
this, it is assumed that the positioning marketing strategy 
(SEM-PPC) promotes digital exposure throughout the 
network, which is an influence on the prospect who 
navigates on the internet. It is plausible to assume that a 
user's sessions on the agency's website, direct traffic, and 
conversion could be influenced by entering that positive 
feedback loop. 

The above, understood as the billboard effect, serves as a 
contextual theoretical argument that seeks in a plausible 
way, and with a high level of probability, to develop the 
research route in empirical terms. In this same sense, 
Kapoor et al. [36] state that causal relationships can guide 
the discussion regarding their link, not only with traffic, 
but with conversion, respecting the company's 
perspective, regarding the determination of the 
attribution and purpose of your campaign. 

Based on the above, some questions arise that could lead 
to methodologies, models and useful knowledge for the 
purposes of digital marketing, establishing as reference 
the search traffic for payment in terms of the following: 
is there a sustained causal relationship between 
positioning marketing strategies (SEM) and direct search 
traffic? The concern arises from the systemic approach 

286



Conference Proceedings, Stockholm Sweden July 12-13, 2022

to the budget, with the understanding that investment 
means targeting efficient resource management, with 
which another question arises related to the cessation of 
SEM exposure and its impact on direct traffic: To what 
extent is direct traffic sustained after PPC has ceased? In 
other words: will there be a difference between the 
average number of visits (traffic) obtained on the landing 
page of the advertiser originating directly vs. the paid 
one? This, after having stopped the SEM strategy. 

Answering the research questions, together with the 
discussion of the results, will constitute a valuable 
contribution to the lines of research in which this study 
is circumscribed, with the same tenor regarding the 
epistemic perspective and the theoretical-methodological 
body that will emerge from the heuristic intentions 
outlined here. 

In terms of digital marketing, the perspective of this 
study is unprecedented in that it not only contemplates 
theoretical aspects, but also formulates an experimental 
design based on empirical data generated by the online 
travel agency website as the basis for statistical treatment 
and to contribute to a relevant analysis of the interactions 
between variables 

The discussion generated from the analysis is 
undoubtedly important from an academic point of view, 
typical of empirical research. The importance lies in the 
fact that it provides them with sufficiently validated 
elements of judgment on the behavior of users on their 
portals, as well as on the effects of their digital marketing 
strategies on parameters such as direct traffic and 
conversion. This helps to ensure returns on advertising 
investment by leveraging real-time technologies. 

10 - Research approach 

a) Idea or topic  

PPC as a digital positioning marketing tool under the 
billboard effect approach, and its sustained causal link to 
advertiser website visits (direct traffic) and subsequent 
conversion, represent a relevant research topic for the 
emerging knowledge production in advertising 
management contexts in the digital era. 

b) Basic problem solved by this study 

Despite the development of ICT in the organizational and 
advertising field, from which this knowledge arises in 
association with digital marketing, there is no updated 
research that considers the attribution of paid search 
traffic (SEM, PPC) and its differentiation in regards to 
direct traffic and conversion to the advertiser's site in that 
they take the long-term billboard effect for granted. 

These considerations have not been made to date, despite 
representing an important parameter to take into account 
for making tactical and strategic decisions associated 
with individual campaigns based on digital marketing. 

This approach arises as a result of consultations in the 
academic-scientific and business literature, where it is 
shown that the tools derived from digital marketing are 
developed in parallel with various studies associated with 
the design and implementation of strategies aimed at 
heterogeneous, multilingual and omnipresent audiences. 
This thrust in the field of research aims to provide useful 
information to agencies and advertisers as provider 
organizations (small, medium and large), who believe in 
the field of corporate advertising to catapult brands of 
products and services in terms of driving to their websites 
(visits) to achieve conversion and even loyalty. 

The interest in this topic is obvious judging by the 
previous studies consulted and cited as the basis for the 
argumentation that has been exposed. Online travel 
agencies have had at their disposal information generated 
through descriptive studies in very broad contexts, in 
which the need to undertake future research under 
empirical approaches based on causal relationship 
designs, in order to obtain specific data on the 
performance of their digital marketing strategies in 
metrics such as direct traffic, number of sessions and 
conversion, is repeatedly raised.  

Despite this, it is surprising that there is little empirical 
research on the specific context regarding the strategy 
comparing SEM and paid search traffic in regard to direct 
traffic and conversion rate. The reported investigations 
are still incipient in terms of the methodological 
perspective of the empiricist-correlational-causal 
approach and in terms of experimental designs, so it is 
necessary to develop heuristic lines that consider 
evaluating the sustained causal relationships between the 
visits obtained (traffic) directly and the payment 
marketing strategy (SEM, PPC) as digital tools, to more 
accurately assess the billboard effect. In the same way, 
specify their impact as conventional and unconventional 
objective advertising metrics, as well as benchmarks to 
make the most of the different attribution models. 

c) Justification of the investigation. 

The purpose of this study is to evaluate the sustained 
causal relationships between positioning marketing 
(SEM) referring to PPC and direct traffic, as digital 
marketing tools in terms of their causal link with the 
objectives of advertiser’s conversion of products and 
services. It constitutes a relevant contribution by 
generating updated data in a substantial and 
contextualized way for the analysis of attribution models 
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that allow us to better understand the characteristics of 
this new synergy between technology and marketing in 
the hands of the main entities involved (agencies, 
companies and consumers), since the main 
considerations for budgetary and investment decision 
making are extracted from them. 

With this, it is understood that the causal interaction 
between SEM and direct traffic represents that source of 
consultation about the value given to digital tools as a 
traffic activator, towards real conversion, in accordance 
with the purposes of the campaign related to attracting 
prospects to landing pages. 

In accordance with the above, it is inferred that this 
research will generate relevant contributions to evaluate 
the theoretical and empirical knowledge about these 
digital marketing strategies, causally related to 
conventional and unconventional metrics of particular 
advertising performance, to be enrolled in lines of 
research associated with different SEM models, in 
addition to characterizing the dynamics of these digital 
tools in cyber-ecosystems, for economic-financial 
management purposes in the framework of the 
campaigns managed by the agencies. From this heuristic, 
knowledge will be derived that will improve both the 
state of the art and the real and objective practice of these 
advertising resources and strategies. 

From a methodological point of view, this exploration 
will provide a working route for the digital marketing 
research line, will point out virtual instruments and 
protocols for the collection of little exploited data so far, 
as well as the classic analysis procedures and the field 
network experimental, contributing to the ubiquitous and 
expeditious processing of the data generated in 
cybermarketing studies. 

So far, research with descriptive correlational 
frameworks reports an association between digital 
marketing strategies and conventional metrics, without 
necessarily implying the establishment of causality with 
any particular metric in an online travel agency context. 
However, this study goes further by using an empiricist 
approach with an experimental design in which questions 
are asked about causal (cause-effect) relationships 
between the study variables. 

In this case, research questions are answered regarding 
the effects between the online travel agency's digital 
marketing strategies (SEM-PPC) and the metrics related 
to conversion, number of sessions and direct traffic on its 
website, an issue that has not been studied in previous 
research. 

d) Viability of the investigation. 

In the era of the IOT, connectivism, and e-citizenship, 
research on the topic of interest is made possible largely 
by the e-culture present in academia and business. It is 
especially made possible by the diversity of free or paid 
tools that are available, such as instruments for data 
collection, processing and exchange, to which the 
researcher has primary access in real time, making it 
clear that obtaining such data as a source of information 
is truthful and numerous, it makes this study feasible. In 
addition, there is capital and heuristic and cultural 
experience in the area of digital marketing to implement 
the work route that will be designed, in order to answer 
the research question: what is the effect of positioning 
marketing (SEM, PPC) in direct and sustained search 
visits (traffic) to the advertiser's site? Similarly 
answering the question, what is the effect on conversion? 

e) Novelty of the investigation. 

The knowledge that will emerge in the terms described is 
in tune with the most advanced in the advertising 
industry. It is confirmed that this study will contribute to 
both the academy and the advertising industry, laying the 
foundation for future research, but also making 
marketing work more efficient. It will give further 
empirical evidence to explain the current state of 
knowledge in this area and the perspectives on the use of 
paid search traffic, its real attribution in terms of 
sustained effects towards direct traffic and the 
consequent conversion on the advertiser's site, which will 
improve understanding of this topic and decision 
making. The contributions regarding the profitability of 
the campaigns are also highlighted; and in strictly 
academic terms, the contribution to research programs 
related to digital marketing is evidenced with a 
multiplicity of empirical and methodological information 
of considerable importance. 

Previous studies have aimed to describe the 
characteristics of the metrics and even the associations 
between variables, but no research has been proposed to 
seek empirical establishment of the sustained effects of 
the variables presented here (SEM, PPC) on indicators 
such as the direct traffic and their respective conversions, 
being able to promote campaigns based on approaches 
that focus more on branding and improve the experience 
of prospects to ensure conversion by direct navigation. 

According to what has been stated, this research is part 
of the proposal for a theoretical and empirical 
contribution conceived in the context of a heuristic line 
that, although it has predecessors in a broad environment, 
in particular requires the sum of greater efforts to address 
objective knowledge on digital marketing in empirical 
fields, which considers the dynamism of emerging and 
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disruptive ecosystems in which agencies interact with 
their campaigns, potential clients, and the 
product/service. The importance of positioning 
marketing (SEM) and its effects on direct traffic to the 
advertiser's site are assessed here. 

f) Research targets: 

General Objective: To assess the effect of the Search 
Engine Marketing Strategy (SEM-PPC) on direct search 
traffic and conversion provided by the online travel 
agency in UK cities during August, September and 
October 2020. 

Specific targets: 

* Determining the effect of the Search Engine Marketing 
(SEM-PPC) strategy on direct traffic when the strategy is 
switched on (ON) and off (OFF) by the online travel 
agent in UK cities during August, September and 
October 2020. 

*To determine the effect of the SEM-PPC strategy on the 
conversion rate when the strategy is switched on and off 
in UK cities during August, September and October by 
the online travel agent. 

*Compare the effect of the SEM-PPC strategy on direct 
traffic and the conversion rate when the strategy is 
switched on and off by the online travel agent in UK 
cities during August, September and October 2020.  

g) Epistemological approach/paradigm or 

perspective: 

This research is established with a realist ontological 
position regarding the nature of the object of study. But 
it also assumes that this reality of interest is known 
objectively, through the observation of quantifiable and 
measurable facts. Therefore, the epistemological 
approach assumed here is empiricism. 

This study theoretically assumes that the facts of interest 
are observable, measurable and quantifiable, with results 
that can be repeated and verified. It is therefore an 
empiricist explanatory research from the point of view of 
its epistemological approach. Therefore, it can be said 
that the paradigm of this research is quantitative and 
explanatory. 

h) Method/ methodology/ design/ analysis techniques/ 

statistics 

The realist ontology, the empiricist epistemological 
approach and the quantitative paradigm assumed for this 
study lead to taking a route of the research process of 
verification that attends to the hypothetical-deductive 

method, with an experimental design, necessary to 
respond to the research question referring to the cause-
effect relationship between the variables. In view of the 
above, the following is established: 

- Objectivist/inductivist method. 

- Quantitative methodology. 

 - Experimental design. 

- Analysis techniques: parametric inferential statistics. 

- Inferential Statistics: Student "t" test for independent 
samples, by determining the effect of the use of search 
engine marketing strategies (SEM-PPC), on and off, on 
direct search traffic to the advertiser's website and the 
conversion rate. 

i) Variable systems: 

Independent variable:  

Positioning Marketing Strategy (SEM-PPC), on or off. 

Dependent variables: 

- Number of sessions obtained by traffic or paid search. 

- Number of sessions obtained by traffic or direct search. 

- Conversion rate for paid search.  

- Conversion rate for direct search. 

j) Hypothesis system: 

As a first step of inferential testing, it has been 
considered to assume that the basis of the test is oriented 
towards dismissing the relationship between the study 
variables, until the data proves otherwise, so inferences 
are drawn that assume that a relationship between the 
positioning marketing strategy and direct traffic is 
unlikely; the same with respect to conversion and the 
number of sessions on the company's website. This 
premise and argumentative basis were stated in the 
following terms: 

- Null hypothesis 

Null hypothesis (Nh): There are no significant 
differences between session averages for direct traffic to 
the advertiser's website, when comparing when the 
Positioning Marketing Strategy (SEM-PPC) ceases and 
when it is active (Ẍ1= Ẍ2). 

Null hypothesis A (Nha): There are no significant 
differences between the average number of sessions per 
paid traffic to the advertiser's website, when comparing 
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when the Positioning Marketing Strategy (SEM-PPC) 
ceases and when it is active (Ẍ1= Ẍ2). 

Null hypothesis B (Nhb): There are no significant 
differences between the conversion rate averages by paid 
search, when comparing them when the Positioning 
Marketing Strategy (SEM-PPC) ceases and when it is 
active (Ẍ1= Ẍ2). 

Null hypothesis C (Nhc): There are no significant 
differences between the conversion rate averages by 
direct search, when comparing them when the 
Positioning Marketing Strategy (SEM-PPC) ceases and 
when it is active (Ẍ1= Ẍ2). 

- Alternative hypothesis 

Alternative hypothesis (Ah): There are significant 
differences between session averages for direct traffic to 
the advertiser's website, when comparing when the 
Positioning Marketing Strategy (SEM-PPC) ceases and 
when it is active (Ẍ1≠ Ẍ2). 

Now, taking into account the premise that the positioning 
marketing strategy (SEM-PPC) implies an internet 
exposure that favors the presence of the online travel 
agency in cyberspace, and that this has an impact on the 
considerations of the cybernaut exploring the net, then, it 
can be inferred that the number of sessions that are 
opened on the web pointing towards the agency's site, the 
direct traffic and the conversion will be affected in some 
way.  

With this, the billboard effect becomes relevant and, on 
that basis, the following inferences are raised as probable 
and plausible solutions to the research question: 

Alternative hypothesis A (Aha): There are significant 
differences between the average number of sessions per 
paid traffic to the advertiser's website, when comparing 
when the Positioning Marketing Strategy (SEM-PPC) 
ceases and when it is active (Ẍ1≠ Ẍ2). 

Alternative hypothesis B (Ahb): There are significant 
differences between the conversion rate averages by paid 
search, when comparing them when the Positioning 
Marketing Strategy (SEM-PPC) ceases and when it is 
active (Ẍ1≠ Ẍ2).  

Alternative hypothesis C (Ahc): There are significant 
differences between the conversion rate averages by 
direct search, when comparing them when the 
Positioning Marketing Strategy (SEM-PPC) ceases and 
when it is active (Ẍ1≠ Ẍ2).  

Decision rule: If p > 0.05 Not Rejected; If p < 0.05 If 
rejected Nh; The following should be taken into 
consideration: 0.05 = 5% significance or risk level. 

k) Expected results 

The aim is to establish the effect of positioning marketing 
(SEM-PPC) on direct traffic to the advertiser's site and 
the respective conversion of the prospect, contributing 
with empirical evidence for the management of 
Marketing 2.0, and providing tools in increasingly 
favorable profitability conditions for organizations, 
agencies and the public. From the results, the debate and 
the conclusions, a theoretical and empirical construction 
will emerge that will improve the organizational and 
budgetary management of digital marketing campaigns, 
as well as promote academic activity and research in the 
field of digital advertising. The aim is to establish the 
effect of the use of positioning marketing strategies 
(PPC, SEM) on direct search traffic to the advertiser's 
website and conversion. 

In relation to conversion, it will be assessed on the basis 
of the sessions and income reported through the tool 
https://analytics.google.com/ which provides the data 
required for the statistical analysis process generated 
from the sample of cities defined for the field phase of 
the methodological phase. 

11 - Results analysis 

Once the data were obtained with the help of the Google 
Analytics tool from a real population, the sample of UK 
cities was selected, as these were the locations where the 
online travel agency was able to turn off its marketing 
strategy. This shutdown was carried out during the last 
week of August and part of September of the year 2020. 
After this period, the strategy for the sample under study 
was switched on again, from the last week of September 
to part of October, with 30 data for each condition of the 
strategy, ON-OFF. The data were processed by means of 
inferential statistics using SPSS Statistics software 
version 25.0.  

Below there are two tables of results and their respective 
interpretations. Table 1 explains the statistics of the 
variables, number of sessions and conversion rate for 
paid and direct search, according to the positioning 
marketing strategies (SEM-PPC) in on-off condition, 
provided by the online travel agency during the months 
of August, September and October 2020. Table 2 shows 
the results of the student "t" test for independent samples 
on the variables: number of paid search sessions and 
direct search; and the conversion rate for paid search and 
direct search when the positioning marketing strategy 
(SEM-PPC) is on and off. 
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Table 1. Correlation variables, sessions and conversion 
rate  

Condition of strategies  
ON-OFF N Average Deviation 

Average 
Error 

Deviation 
Number of 
Sessions Paid 
Search 

Strategy ON 30 1393.00 484.440 88.446 
Strategy 
OFF 30 269.37 68.200 12.452 

Number of 
Sessions Direct 
Search 

Strategy ON 30 80.87 24.829 4.533 
Strategy 
OFF 30 32.63 9.205 1.681 

Conversion rate 
Paid Search 

Strategy ON 30 2.1657 0.62839 0.11473 
Strategy 
OFF 30 1.5843 0.88276 0.16117 

Conversion rate 
Direct Search 

Strategy ON 30 1.3163 1.57948 0.28837 
Strategy 
OFF 30 1.3950 2.03577 0.37168 

Source: Own elaboration. 

 

As can be seen in Table 1, the averages obtained for the 
variables number of paid search sessions, number of 
direct search sessions and paid search conversion rate are 
higher when the positioning marketing strategy (SEM-
PPC) is activated or turned on than when the said 
marketing strategy is deactivated or turned off. In the 
case of the variable conversion rate for direct search, the 
averages obtained are similar in both cases (on-off). 

Table 2. Paid and direct search and conversion rate 

 

Levine’s 
Test - 

Equality of 
Variances Two-Sample t-Test for Equal Means 

F Sig. t df 

Next 
(bilate
- ral) 

Mean 
differenc

e 

Standard 
error 

differenc
e 

95% confidence 
interval of the 

difference 

Lower Upper 
Number 

of 
sessions. 

Paid 
traffic. 
ON/OF

F 

Equal 
variance

s 
39.48

7 
0.00

0 
12.58

0 58 0.000 1123.633 89.318 
944.84

3 
1302.42

4 

Differen
t 

variance   
12.58

0 
30.14

9 0.000 1123.633 89.318 
941.25

9 
1306.00

8 

Revenue
. Paid 
traffic. 
ON/OF

F 

Equal 
variance

s 
19.06

2 
0.00

0 9.977 58 0.000 48.233 4.835 38.556 57.911 
Differen

t 
variance   9.977 

36.82
3 0.000 48.233 4.835 38.436 58.031 

Sessions
. Direct 
traffic. 
ON/OF

F 

Equal 
variance

s 3.111 
0.08

3 2.938 58 0.005 0.58133 0.19783 
0.1853

3 0.97734 
Differen

t 
variance   2.938 

52.38
5 0.005 0.58133 0.19783 

0.1844
2 0.97825 

Revenue
. Direct 
traffic 

ON/OF
F 

Equal 
variance

s 2.897 
0.09

4 -0.167 58 0.868 -0.07867 0.47043 

-
1.0203

3 0.86300 
Differen

t 
variance   -0.167 

54.62
8 0.868 -0.07867 0.47043 

-
1.0215

7 0.86424 

Source: Own elaboration 

      
 

 

Fig. 1. Average number of sessions per search paid when 
the positioning marketing strategy (SEM-PPC) is on and 
off 

 

Fig. 2. Average number of sessions per direct search 
when the positioning marketing strategy (SEM-PPC) is 
on and off 

 

Fig. 3. Average conversion rate per search paid when 
search engine marketing strategy (SEM-PPC) is on and 
off 

 

The results obtained for the student "t" parametric test, 
shown in Table 2, allow to infer the behavior of the study 
variables and to interpret them from the hypotheses 
raised. 
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In the case of the variables number of sessions per paid 
search and direct search, as well as in the case of the 
conversion rate for paid search, a value of p = 0.000 was 
obtained being lower than 0.05 (< 0.05), which allows to 
decide that Ho, H0a and H0b are rejected hypothesis. 
Consequently, it is concluded that there is sufficient 
evidence to establish that there are statistically 
significant differences between the average sessions for 
paid search traffic and direct search to the advertiser's 
website, when comparing when the positioning 
marketing strategy (SEM-PPC) ceases and when it is 
active. The same occurs with the conversion rate; in this 
case it only occurs when the positioning marketing 
strategy (SEM-PPC) is active. 

This result confirms the average values observed in the 
case of paid search sessions when the strategy is 
activated (ON), which is 1393.00 against a value of 
269.37 when the strategy is deactivated (OFF), clearly 
observing how the value is greater when the positioning 
marketing strategy is active (SEM-PPC). 

In the case of the direct search sessions when the strategy 
is activated (ON), the average value obtained is 80.87 
against a value of 32.63 when the strategy is deactivated 
(OFF), clearly observing how the value is greater when 
the positioning marketing strategy is active (SEM-PPC). 

Based on this, we highlight the values obtained seen on 
figures 1 and 2, regarding the number of paid and direct 
sessions. We also show in figure 3 the conversion in paid 
traffic, and how it works against the direct traffic in 
figure 4 where we infer that the positioning marketing 
strategy (SEM-PPC) is statistically significant when it is 
on, preferably in the average of sessions for traffic or 
paid search, since it is there where profitability is 
obtained. This means that this strategy is effective in 
digital marketing. 

 

Fig. 4. Average direct search conversion rate when the 
positioning marketing strategy (SEM-PPC) is on (ON) 
and off (OFF) 

 

In the case of the variable conversion rate by direct 
search, it can be seen in Table 2 that a value of p = 0.868 
was obtained which is greater than 0.05 (> 0.05), which 
allows us to decide that for this case the H0c is not 
rejected. Consequently, it is concluded that there is 
sufficient evidence to establish that there are no 
statistically significant differences in the average 
conversion rate by direct search to the advertiser's 
website, when comparing the period when the 
positioning marketing strategy (SEM-PPC) ceases and 
when it is active.  

 

When observing the average values indicated in Table 1, 
in the case of the direct search conversion rate when the 
strategy is activated (ON), the report is 1.3163 against a 
value of 1.3950 when the strategy is deactivated (OFF), 
clearly observing that the values are similar for the 
positioning marketing strategy (SEM-PPC) both in the 
on and off condition. These appreciations can be seen in 
a more illustrative way in Fig. 4. 

12 - Conclusions, Limitations and Future Research 

In this article, based on the analysis of the data obtained, 
a discussion is generated for the derivation of 
conclusions in relation to the objectives set out in the 
research. The effect of the positioning marketing strategy 
(SEM) on direct traffic is evaluated when said strategy is 
activated (ON) and deactivated (OFF). over the period of 
one quarter in the United Kingdom. 

For the study, two empirical scenarios were considered, 
in the context of the UK, in which the sample referring 
to the number of direct and paid traffic sessions was 
measured with the SEM activated, while on the other 
hand it was done with this strategy disabled. Similarly, it 
was established in relation to the measurement of the 
conversion variable. 

Based on the above, the evidence obtained reveals that 
there is a positive trend that suggests statistically 
significant differences between the average sessions for 
traffic-paid search and direct search to the advertiser's 
website, with paid search being favored, which is 
confirmed. when comparing the averages obtained in 
both sessions. We conclude that paid search is favored by 
the SEM strategy, underlining the importance of such 
empirical evidence as valid elements of judgement for 
the comprehensive explanation of the processes 
addressed here in specific terms and in a broad sense. 
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When carefully observing the results obtained regarding 
the effect of the positioning marketing strategy (SEM) on 
the conversion rate (CR), a marked increase in the latter 
for paid search is evident, as long as the strategy is 
activated (ON). This is an indication of the effectiveness 
of SEM in terms of this ROI metric. In this sense, it is 
clear that a high percentage of users who use the 
advertiser's website convert their intention, expressed 
during internet browsing, into a specific action, thereby 
specifying the conversion, which is inferred to improve 
the relationship between profits obtained and the 
investment made. 

Based on the data generated from the United Kingdom 
we validate that digital marketing strategies strengthen 
the link between users and supplying organizations, 
especially when the use of digital media increases 
progressively and, in this specific case, the brand takes 
advantage of this to focus on the positioning of its 
product and service to meet the objectives it has set itself. 

As in any empirical analysis, some limitations emerged 
during the research that intervened forcefully in the 
development of the study. The most relevant of these was 
the restrictions imposed worldwide as a consequence of 
the COVID-19 pandemic, since the study protocol 
coincided with its development. The pandemic 
significantly disrupted the daily dynamics of tourism 
activity, given the restrictions imposed by governments 
to deal with the health situation. This was reflected in the 
interactions of potential users with the websites being 
monitored, slowing down the processes involved. 
However, we believe that this situation could serve as a 
reference for a future line of research to compare pre- and 
post-pandemic periods in order to understand similar 
situations. 

An additional limitation was related to the fact that we 
only had access to data referring to the United Kingdom, 
due to the fact that operationally it was not possible to 
deactivate SEM in more than one country simultaneously 
because of the losses that this would represent. As a 
result, the nature of the data limited our ability to obtain 
empirical findings on the variables in a European context 
and with respect to other continents. However, this 
should be seen as a benchmark for studies that open up 
the range of options to cover other countries in similar 
experimental circumstances in the future. 

At the end of this study, beyond the results and 
conclusions reached here and that account for relevant 
contributions to the advertising industry and companies 
in general, it is imperative to reflect on the importance of 
delving into the future on the approach of similar 
investigations, considering samples in broader areas in 

terms of geographical location, with respect to the 
different countries and their cities in a global spectrum. 
It would be very useful to compare, for example, the 
conversion rate in relation to the type of search (paid or 
direct) and the on-off of a certain marketing strategy, but 
considering, by conglomerates, how much effect the 
users of countries have on different continents. The 
results revealed regarding the behavior of the subjects 
under these conditions would allow the advertiser to plan 
and invest in a safer and more reliable way in other 
latitudes. 

The research also produced key findings to reach 
theoretical approaches related to positional marketing 
and the various metric parameters that explain user 
behavior in diverse contextual frameworks, beyond those 
addressed in the specific context of this study.  

With the above it is clear that the theoretical reticulation 
is strengthened with each of the elements of judgment 
that emerge from this study and that bring us closer to 
making decisions appropriate to the demands of 
organizations in the context of the new post-pandemic 
world order.  

Future research should point towards taking advantage of 
the findings obtained here, since they represent a step 
forward in terms of the explanatory knowledge of 
positioning marketing (SEM) on direct traffic and 
regarding conversion, due to the which is required to 
expand the data in empirical terms to improve the basis 
of discussion and its repercussions on digital marketing. 
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Abstract 

Purpose:The purpose of this study was to support student strategies for virtual learning in the 

learning management system.  

Methodologhy of this research:The research method was based on Grounded theory. The 

statistical population included all the articles of the ten years 2022-2010 and the sampling method 

was purposeful to the extent of theoretical saturation (n=31 ). Data collection was done by referring 

to the authoritative scientific databases of Emerald, Springer, Elsevier, Google Scholar, Sage 

Publication and Science Direct. For data analysis, open coding, axial coding and selective coding 

were used.  
Results: the results showed that causal conditions include Cognitive empowerment (Comprehension, 

analysis, composition). 

Emotional empowerment (Learning motivation, involvement in the learning system, enthusiasm for 

learning). 

 Psychomotor empowerment ( Learning to master, internalizing learning skills, creativity in learning),  

 

Conclusion: Supporting students requires their empowerment in three dimensions: cognitive, emotional 

empowerment and psychomotor empowerment. In such a way that by introducing them to enter the 

learning management system, the capacities of the system, the toolkit of learning in the system, improve 

the motivation to learn in them, and in such a case, by learning more in the learning management system, 

they will reach mastery learning.  
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Student support, virtual education, learning management system 
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Abstract 

Self-regulated learning (SRL) directs students in analyzing proposed tasks, setting goals and designing plans to achieve 

those goals. The literature has suggested a metacognitive strategy for goal attainment known as Mental Contrasting with 

Implementation Intentions (MCII). This strategy involves Mental Contrasting (MC), in which a significant goal and an 

obstacle are identified, and Implementation Intentions (II), in which an "if... then…" plan is conceived and operationalized 

to overcome that obstacle. The present study proposes to assess the MCII process and whether it promotes students’ 

commitment towards learning goals during school tasks in sciences subjects. In this investigation, we intended to study the 

MCII strategy in a systemic context of the classroom. Fifty-six students from middle school and secondary education 

attending a public school in Lisbon (Portugal) participated in the study. The MCII strategy was explicitly taught in a 

procedure that included metacognitive modeling, guided practice and autonomous practice of strategy. A mental contrast 

between a goal they wanted to achieve and a possible obstacle to achieving that desire was instructed, and then the 

formulation of plans in order to overcome the obstacle identified previously. The preliminary results suggest that the MCII 

metacognitive strategy, applied to the school context, lead to more sophisticated reflections, the promotion of learning goals 

and the elaboration of more complex and specific self-regulated plans. Further, students achieve better results on school 

tests and worksheets after strategy practice.  This study presents important implications since the MCII has been related to 

improved outcomes and increased attendance. Additionally, MCII seems to be an innovative process that captures students’ 

efforts to learn and enhances self-efficacy beliefs during learning tasks.  

 

Keyword: implementation intentions, learning goals, mental contrasting, metacognitive strategy, self-regulated learning 
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Abstract— It’s not uncommon in the US to see news article 

headlines about public school teachers being scrutinized for what 

they are teaching or see the general public weighing in on whether 

or not they think certain controversial subjects should be addressed 

in the classroom- such as LGBTQ+ or multicultural literature. Even 

though this is a subject that has been written about and discussed for 

years, it continues to be a relevant topic in education as it continues 

to be a struggle to implement more diverse texts. Although it is valid 

for teachers to fear controversy when they attempt to create a more 

diverse or inclusive curriculum, it is a fight worth fighting because 

of the benefits students can gain from being exposed to a wide range 

of texts. This paper is different from others of its kind because it 

addresses many of the counterarguments often made to 

implementing LGBTQ+ or multicultural literature in secondary 

classrooms. It not only encourages educators to try to include more 

diverse texts, but it gives them the tools to address common concerns 

and be sound in their reasoning for choosing these texts. This can be 

of interest to those educators who are not English teachers because 

a truly diverse and inclusive curriculum would include other subjects 

as well- including history, art, and more. By the end of my proposed 

paper, readers will feel encouraged to choose more diverse and 

inclusive texts for their classrooms. They can also be confident that 

if met with opposition or controversy, as is sometimes common 

when implementing new texts, that they have sound arguments and 

reasoning for why they chose to include these texts. This reasoning 

is that, based on the research, studies have found there are benefits 

to students studying texts about those different from themselves, 

because it teaches them empathy and helps fight prejudice. 

 

Keywords— education, diverse, inclusive, multicultural, lgbtq+, 

pedagogy. 
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Abstract— Background: Parts of researchers assert that external 

hyperactivity behaviors of ADHD children interfere with their 

abilities to perform internal cognitive tasks; however, there are still 

other researchers hold the opposite viewpoint, the external high level 

of activity may serve as the role of improving internal executive 

function.Objectives: Thisstudy explored the effects of external 

motor behavior of ADHD on internal visual attentional 

performance. Methods: A randomized, two-period crossover design 

was used in this study, a total of 80 children (aged 6-12) were 

recruited in this study. 40participants have received ADHD 

diagnosis, and others are children with typically developing. These 

children were measured through the visual edition of TOVA (The 

Test of Variables of Attention) when they wore actigraphy, their 

testing behavior and movement data werecollected through closely 

observation and the actigraphies under different research conditions. 

Result: According to the research result, the author found (1) 

Higherfrequencyof movement under attentional testing condition 

was found in children with ADHD, comparing to children with 

typically developing, and (2) Higher frequency of foot movement 

showed better attentional performance of the visual attentional test 

in children with ADHD. However, these results were not showed in 

children with typically developing. Conclusions: The findings 

support the functional working memory model, which advocated 

that a positive relation between gross motor activity and attentional 

performance within the context of attentive behavior in children with 

ADHD. 

 

Keywords— ADHD, movement, visual attention, children. 
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Abstract— When talked about sexual health, communicating 

about sexuality can’t be ignored. But usually it means speaking of 

it, and that’s a major ableist point of view. People who use AAC 

(augmentative and alternative communication) methods to 

supplement or replace speech are more than likely to be forgotten. 

Our accomplishment has been to create accessibility to 

communicating about sexuality for all individuals. By that, we can 

increase sexual health and well-being, raise awareness that people 

with disabilities are sexual beings, and fulfill their basic human right 

to communicate. 

 

Keywords— sexual health, picture communication, AAC, 
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Learning Difficulties of Children with Disabilities  

Chalise Kiran  

 
1 

    Abstract—The learning difficulties of children with disabilities 

are always a matter of concern when we talk about educational needs 

and quality education of children with disabilities. This paper is the 

outcome of the review of the literatures based on the literatures of 

educational needs and learning difficulties of children with 

disabilities. For the paper, different studies written on children with 

disabilities and their education were collected through search 

engines. The literatures put together were analyzed from the angle of 

learning difficulties faced by children with disabilities and the same 

were used as a precursor to arrive at the findings on the learning of 

the children. The analysis showed that children with disabilities face 

learning difficulties. The reasons for these difficulties could be 

attributed to factors in terms of authority, structure, school 

environment and behaviors of teachers and parents and the society as 

a whole. 

 

Keywords—children with disabilities, learning difficulties, 

education, disabled children  

INTRODUCTION 

Disability is a worldwide phenomenon that can prevail in 

any class, ethnicity, caste, race, gender, community, place, 

economic status etc. Disability can either be inborn or the 

result of some accidents that an individual faces in the course 

of his/her life. Disability is a complex multidimensional 

condition and poses a number of challenges for measurement 

[1]. Operational measure of disability varies according to the 

purpose and application of the data and the aspect of disability 

examined. Due to this, mainstreaming disability is considered 

difficult and not prioritized by the implementers [2].  

The factsheet compiled by UNDP (2021) on persons with 

disabilities seem alarming. WHO indicates that around 15 per 

cent of the world’s population, or estimated 1 billion people, 

live with disabilities. The people with disabilities are in largest 

minority. The UN development program reveals that around 

80% people in developing countries have one or the other 

forms of disabilities. Besides, the lower educational attained 

countries have larger no. of persons with disabilities. In 

average, 11 percent better educated and 19 percent less 

educated have disabilities in the world. According to the data 

of the World Bank, 20% deprived people have some kinds of 

disabilities, which is largely with the disadvantaged ones. 

Besides, disability is common with 30% street youths [3].   

Comparative studies on disability legislation show that only 

45 countries have anti-discrimination and other disability-

specific laws in the world. UNICEF, 2012 estimation suggests 

that there are at least 93 million children with disabilities in 

the world, but numbers could be much higher. They are often 

likely to be among the poorest members of the population [4].  

 

   Chalise Kiran is PhD Scholar with the Kathmandu University, Hattiban, 

Lalitpur, Nepal (e-mail: kchalise@gmail.com). 

In Nepal, the prevalence percentage of people with 

disabilities is estimated to be around 3.6 percent. Male and 

female disability rates are 4.2 percent and 3.0 percent, 

respectively. Physical disabilities account for 29.2 percent of 

people with disabilities, 22.3 percent for visual disabilities, 

23.4 percent for hearing disabilities, 2.4 percent for 

vision/hearing disabilities, 8.6 percent for speech disabilities, 

6.8% for mental retardation, and 7.3 percent for multiple 

disabilities[5] . However, around 2% (1.93 percent) of the 

population (513,321 in total) is stated to have a disability. 

Physical disability accounts for 36.3 percent of the disabled 

population, with Blindness/low Vision (18.5 percent), 

Deaf/hard of hearing (15.4 percent), Speech problem (11.5 

percent), Multiple Disability (7.5 percent), Mental Disability 

(6%), Intellectual Disability (2.9 percent), and Deaf-Blindness 

(1.8 percent) following closely behind [6]. Another data of 

Disability Atlas Nepal, 2016 reveals that 1.94% of population 

in Nepal is disabled and for every category, males are 

inappropriately more disabled in number and percentage 

compared to female population. There is a big difference in 

prevalence of rural and urban disability. The highest 

difference is for deaf/hard of hearing (11 times more in rural 

area) [7].  

According to Open Society Foundations, there is no public 

education system in the world that is entirely free of unequal 

educational opportunities. There are important cross-country 

variations in the forms, extent, degree of systematic 

inequalities of educational opportunity, and the discrepancies 

in the policy responses. The idea of inclusive education is 

widely used to ensure such inconsistencies. Actually, inclusive 

education is to comfort the challenges of uneven education 

chances in education systems especially for children with 

disabilities [8].  

When we talk about the education or learning opportunities 

for the children with disabilities (CWDs), there seems indeed 

a challenge in generic thinking. The challenges are the 

learning difficulties with the children which are in most of the 

cases created by the society, community, parents, teachers and 

even the schools.  At least 75% of the projected 5.1 million 

disabled children in Eastern and Central Europe and Central 

Asia are denied access to a high-quality, inclusive education 

[9]. In underdeveloped nations, 90% of children with 

impairments do not attend school [10].  

According to it, a study conducted in Zimbabwe found that 

the majority of present classrooms need to be modified to 

accommodate the needs of students with hearing impairment. 

Both heads and teachers agreed that students with hearing 

impairments, particularly those who are seriously afflicted, 

deserve specific educational facilities [11].  

Significant studies in the Indian context reported the 

extreme exclusion of children with disabilities from the basic 
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early childhood provision of health, nutrition, and preschool 

education. These studies reported that a large proportion of 

young children with disabilities had no access to early 

childhood education and those who had attended early 

education centers were denied meaningful interventions at the 

school level. The latest data from Census 2011 showed that 

out of 6.57 million people with disabilities in the age group 5-

19 years, 1.75 million (26.7 percent) never attended any 

school and 0.8 million (12.1 percent) dropped out of schools 

in the last decade from 2001 to 2011[12]. 

Human Rights Watch, 2012 report mentions that a 

significant number of children with disabilities do not go to 

formal schools. They are mostly rejected during school 

admission and their parents too are unaware that education is a 

fundamental right for their children. Due to hurdles and 

challenges at school and in the home, children with disabilities 

have a high dropout rate [13]. 'While Nepal has made 

significant progress toward achieving universal primary 

education as part of its commitment to the Millennium 

Development Goals (MDGs), children from marginalized 

communities, such as children with disabilities, represent a 

significant portion of the 330,000 primary school aged 

children who remain out of school in Nepal,' according to the 

Nepalese government and the United Nations[14]. 

The 'Inclusive Education Policy for Persons with 

Disabilities, 2016' is currently in effect in Nepal. The policy 

states that students should be able to study in their native 

communities without prejudice, but it also allows for special 

education for children with disabilities [15]. However, the 

policy itself indicates that there is the problem in 

mainstreaming disabled children in education due to the low 

level of responsibility taken by family members, community 

and schools. There is the problem in attaining expected 

achievements in ensuring the quality of lives and independent 

livelihoods by the disabled children even if there is a social 

inclusion policy. Due to the ineffectiveness of peer learning 

and child-centric activities, there is a chance for social 

exclusion and education derailment. There is no systematic 

modern information technology to facilitate the learning 

process for impaired youngsters, which has hampered their 

learning [15]. 

According to a report by the RCRD and Save the Children 

(2014), Nepalese disabled children are denied access to 

education, basic health care, early intervention, rehabilitation, 

and a variety of other specific supports that they are entitled to 

under the law. They frequently confront infrastructural 

obstacles, societal discrimination and discriminatory ill-

treatment in the home, and school rejection [16].   

Through this literature, it can be figured out that there is 

definitely learning difficulty to the children with disabilities. 

However, what other literatures’ findings suggest and validate 

is that the fact that there is learning difficulty among CWDs 

seems to be unknown.  Thus, this paper intended to go through 

the literature based on the education of disabled children and 

analyze the situation of learning difficulties to the children in 

the entire world. The purpose of this exploratory method was 

to obtain qualitative results of the literature based on the 

education of children thereby unveil the empirical findings on 

learning difficulties faced by the CWDs.  

In the above context, a research project to answer the 

research questions was developed as to what are the empirical 

evidence to validate that there are learning difficulties among 

the children with disabilities in schools and how are the 

literatures’ findings shaped in debunking the problems and 

challenges faced by the children with disabilities?  

METHODS AND PROCESSES 

This study is based basically on descriptive analysis in the 

findings of different studies carried out in the world from the 

perspectives of CWDs and the education of CWDs. The 

purposive idea of the study was to figure out the learning 

difficulties to the CWDs. Thus, purposively, the lens of the 

paper was inclined to learning difficulties to CWDs. There 

were three bases (Disability and education, children with 

disabilities and education, and inclusive education of CWDs) 

for the collection of the studies. The major purpose of 

determining the categories was to ensure the maximum no. of 

studies in the field of disabled-focused education.  

With the view to find the answers to the above research 

questions, first relevant literatures regarding the findings of 

CWDs, which basically focused on their learning and 

educational difficulties to the children were reviewed.  I went 

through different literatures written on CWDs. For that, I 

visited the websites of scholarly journal articles. I downloaded 

more than 60 studies mostly journals based on the thematic 

area then I skimmed the studies on its inclination to children 

with learning difficulties. Thus, this paper is the analysis of 52 

studies from educators, learners and institutions perspectives.   

After compiling literatures on the thematic areas, I summed 

up the key findings of the literatures. There were some 

challenges to collect disability based studies via search 

engines. There was availability of learning difficulties based 

studies in the search engines but the challenge was to get free 

access to most of the studies. So in that case, I contacted my 

international friends and asked them to download the journals.     

The major findings of each study were also captured from 

the documents to explain the research findings in the area of 

CWDs and their learning difficulties in schools. I analyzed the 

findings by exploring the perspective of disabilities and 

thereafter tried to set the lens on findings through theoretical 

approach of learning difficulties among the CWDs.  

FINDINGS 

A study on inclusive education in the Tanzanian context 

with a focus on Head Teachers' and Teachers' Perspectives 

suggested that the inclusive schools were with barriers that 

hindered effective implementation of inclusive education. The 

major obstructions included an inaccessible physical 

infrastructure, a similar curriculum, untrained teachers, and a 

lack of teaching and learning materials. It was found that 

majority of teachers did not support inclusive education 

because untrained teachers implement it [17].  
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In this line, another study focused on teachers’ perspectives 

carried out in Canada elaborated four features of inclusive 

education from the perspectives of teachers (1) attitudes 

towards inclusion (2) supportive communication and 

collaboration (3) classroom community; and (4) support and 

training.  The results of this study also corroborate the above 

results and indicate some differences between elementary and 

secondary teachers' understanding and perceptions. The 

secondary teachers have to some extent good understanding of 

inclusion and inclusive education [18].   

The above findings are based on the barriers to the students 

because of the untrained teachers to implement the ideas of 

inclusive education. Similarly, there are infrastructural 

including material barriers that are curtailing the learning 

needs of the children.  The barriers to the children are not only 

based to the schools but also to the teachers’ self-efficacy.  

It can be assumed that teachers engaged in teaching 

disabled children could be facing problems in doing so owing 

to diverse impairments. Teachers' sense of efficiency 

decreases as difficult students grow older.  Here the disabled 

children are referred to as difficult children.  The study further 

reveals that teachers do not reject hard-to-reach students; 

rather they think they are not teaching properly[19].    

There are always the roles of teachers’ self-efficacy, 

knowledge and attitude to provide better education in 

inclusive education settings. Teachers' self-efficacy is a crucial 

factor that drives students' motivation and explains their 

actions. Educators and academics have spent a lot of work 

attempting to figure out how to evaluate and comprehend the 

efficacy of instructors. In addition to describing teachers' 

behavior, researchers use self-efficacy as one of the factors 

used to predict motivation. [20]. There is another argument 

that self-efficacy is directly related with the learning 

achievements of the students. Baron and Byrne (2004) 

indicated that self -efficacy has an influence significant to the 

activity of learning. In the activity of learning, self-efficacy is 

associated with the belief the student will be its ability to 

perform tasks, organize activities to learn their own, and live 

with the hope of academics of their own and others [21]. Thus, 

self-efficacy is highly essential to achieve the successful task 

and the duties of the school.  

Not only self-efficacy, the attitude and knowledge of 

teachers also play a role to ensure learning opportunities for 

the CWDs.  Several researchers’ focus on teachers’ attitudes 

toward the inclusion of students with disabilities. It has been 

concluded that eventually, the teacher’s attitude toward 

inclusion affects the learning environment of the student in the 

schools [22]. As concluded by Hellmich et al. (2019), 

attitudes, knowledge and self-efficacy are crucial in 

implementing high-quality inclusive education practices in the 

schools; we can say easily that there is role of self-efficacy, 

knowledge and attitude to implement inclusive education in 

the schools. The roles have been supported by other literatures 

either [23]. 

Teachers' attitudes towards different categories of 

disabilities may differ and this assumption was proved by the 

study on "Teachers of the deaf as compared with other groups 

of teachers: attitude towards people with disabilities and 

inclusion". It has revealed that the attitudes of teachers varied 

depending on their position and situation. Teachers of the deaf 

had a more favorable attitude than the other groups of teachers 

toward people with disabilities, but their attitude toward 

integration was the most negative [24].  

In the case of hearing impairment on the learning process, it 

has been found that the hearing impaired students will have 

lower learning process due to their hearing impairment.  As 

suggested by Manchaiah and Stephens (2011), hearing 

impairment causes a variety of psychosocial, mental, and 

physical effects that lead to their limitations on activity and 

restrictions on participation [25]. Powell, Hyde, and Punch 

(2014) have indicated that the hearing impaired students' 

academic participation is badly hampered by communication 

barriers [26].  

It has been found that the students with hearing impairment 

in inclusive classes seem less responding to questioning, 

opinion making and involving themselves in class discussions.  

As to Stinson and Liu (1999), hearing impaired students need 

more time to understand the questions asked by their teachers, 

colleagues and to answer these questions correctly [27]. They 

need more time for group communication and interaction. 

Kyle (2006) says that students with hearing impairment will 

have more difficulty in following class discussions [28]. Thus, 

the teachers have a pivotal role in making such children 

understand and motivate them to get involved in class 

discussions. It solely depends on the way of teaching the 

students. What materials the teachers use in teaching will have 

a major role in understanding and receiving the information by 

the students. According to Charema (2010), the attitude and 

willingness of teachers to accommodate and attend to the 

needs of the students, thus cannot be underestimated [29]. In 

the learning process, students with hearing impairment are 

very much dependent on what is said by the teacher [30].  

If this is the situation then what could be the 

recommendation? For recommendation as suggested by 

Talmor and Kayam (2011), mentioned that a single strategy 

was not sufficient in changing the attitudes of teachers and 

teacher trainers. The two strategies (instilling knowledge on 

disorders and exposure to individuals with special needs must 

be included [31].  

Research on inclusive education policy, the general 

allocation model, and dilemmas of practice in primary schools 

has come up with the findings that inclusive education has not 

resulted in positive outcomes for students who need learning 

support. The research reveals that such a situation is because 

the built system on defective assumptions focuses on a 

psycho-medical perspective of disability where 

intersectionality of disability with class or culture is not 

considered. The study opines that those students who need 

support are better understood as 'home/school discontinuity' 

rather than disability. Further, the study uncovers the power of 

some parents to use social and cultural capital to ensure 

eligibility to enhanced resources. The study has argued that a 

hierarchical system has managed in mainstream schools to 
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support needs in inclusive settings as a result of funding 

models [32].   

The above description is the qualitative finding of the study. 

Quantitatively such findings might be different in terms of 

perceptions of educators towards inclusive education.  

A study carried out on “Educators’ Perceptions of Inclusive 

Education”. It has been found that the educators' gender, 

qualifications and experiences as educators have no relation to 

their perceptions of the successful implementation of inclusive 

education and educators' perceptions of an inclusive classroom 

[33].  

Another study on "Teachers' Attitude towards Inclusion of 

Students with Intellectual Disability in Community Schools" 

was carried out in Nepal to find out the acceptance of 

inclusive education model by the teachers of students with 

intellectual disabilities.  The hypotheses were set for teachers’ 

attitude, subjective norms and perceived behavior.  

The study concluded that generally teachers feel higher 

social pressure to practice inclusive education for students 

with intellectual disability (SWID). It further elaborated that 

teachers are less positive about the notion of providing 

inclusive education of (SWID). Similarly, the intention of 

teacher to practice inclusiveness in classrooms for SWID 

increases with their knowledge about intellectual disability. 

Intention of teachers to practice inclusiveness in the classroom 

was associated with teachers’ expectation from people with 

intellectual disability more that their knowledge about 

intellectual disability [34].   

Through the above findings of inclusive education, it can be 

argued that teachers’ attitude, beliefs, intention, training, etc. 

are the major determining factors to practice inclusive 

education in the classroom.   

A study on "Schooling of Girls with Disability" has the 

findings that school culture, the available resources, facilities 

and services at school were not as adequate as needed fully for 

Girls with Disabilities (GWDs) which has resulted for those 

girls to acquire knowledge and skills to their full potentials 

[35]. Despite these obstructions of structural constraints, the 

girls were found diligent in comparison to other peers seems 

like struggling to ensure their better future to lead a better life 

enthusiastically as suggested by human agency’s 

transformative capacity theory of Giddens [35].   

The study was focused on GWDs but this study is rounded 

up to both males and females disabled children who are 

studying at resource class schools and special schools. The 

available resources, facilities, services provided by teachers 

will be the study realm. So, this finding can be linked on the 

findings of this study too.  

In case of children with multiple disabilities, different 

studies have indicated that there are difficulties in learning to 

the children. Children with multiple disabilities require special 

support in educational services and special arrangements of 

education placement and curriculum design but these things 

basically lack in most of the cases [36].  Avramidis and  

Norwich (2002) came to the conclusion that teachers are more 

ready to make an attempt to include kids with mild disabilities, 

but this is not the case for students with more severe or 

numerous needs [37]. There are cases of exclusion, 

educational hurdles, and a lack of opportunity for kids with 

multiple disabilities to utilize the present educational system. 

[24]. 

Through these findings, we can argue that there are severe 

forms of learning difficulties to the multiple disabled children 

because of the approach to the inclusive education principle.  

Regmi (2017) mentioned on practice of inclusive education in 

schools critically that there is less effective inclusive 

pedagogy within the available policies on inclusive education 

specially designed for children with disabilities in Nepal. 

Pedagogical practices have lapsed owing to a number of 

issues, including inadequate teachers, a lack of inclusive 

practice in schools, a lack of community and school 

coordination, and limited financial resources. Social issues 

such as social ideas and values, a lack of resources, and 

ignorance, as well as teachers' unfavorable approaches and 

attitudes, all play a role in inefficient inclusive education. [38].  

In line with the findings, Thapaliya (2018) indicated that 

there are contradictions in contents of policies in Nepal that 

are more inclined to the medical approach of disability. There 

is a contradiction on government and society perspectives on 

disability where the society believes that disability is because 

of the evil deeds of the particular persons which will 

automatically contribute to discrimination, stigmatization, 

segregation and eventually exclusion from the society itself 

[39]. The attitudes of teachers and parents are found negative 

towards disability which is affected by sociocultural ideology, 

barriers in texts and curriculum, and confusing policies. It 

revealed that there are different significant influencing factors 

such as teacher type, age, gender, education levels, 

coursework, and residence on determining teachers’ attitudes 

towards inclusive education [40]. 

Access to school is another issue for the children with 

disabilities. Research by Oosterlee (2012) mentioned that 

access to schools differs among disabled children: the 

availability and accessibility of schools for deaf children are 

sufficient, while the availability of schools for blind and 

intellectually disabled children is doubtful [41]. There is no 

school for children with numerous disabilities. Because the 

location of schools, parents' income, and existing (special) 

schools all have an impact on each other, accessibility, cost, 

and availability are all intertwined. Due to free education for 

children with disabilities, income as an independent factor 

does not play a crucial role in school attendance. Furthermore, 

parents' educational attainment and caste origins are not 

strongly associated to the children's attendance at school [41].  

 The hurdles of learning difficulties are because of the 

lack of coordination between stakeholders; government 

inefficiency in a time of political upheaval and a tendency for 

education stakeholders to frame inclusion of disabled children 

as primarily a socio-economic issue to the neglect of other 

confounding factors [42]. Similarly, there are other important 

factors for a good life including education of the children with 

disabilities including their families. Physical and emotional 

health, as well as degrees of empowerment and independence, 

are critical. [43].  
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A baseline study of children with disability by UK Aid 

(2019) revealed that disability has the casual consequence of 

social exclusion and if it intersects with other forms of 

marginalization and discrimination, becomes increasingly 

hampering on daily lives of persons/children with disabilities 

[44].  

Regarding disability and ensuring education, the sensitive 

issue is basically in its execution. The governance part is also 

weak in the organizations that are working on the issue of 

disability. The existence of policies is largely being shadowed 

due to lack of responsibility, accountability and transparency 

[45].  

Major factors of the learning difficulties are the attitude 

towards education of disabled children, lack of resources in 

the schools to manage the overload of inclusive education 

coupled with the alarming factors of poor, poverty and 

deteriorated health in the developing countries like Nepal [46]. 

The current problem is the education opportunity as it relates 

to the treatment of integrated education for the education 

needs of children with disabilities. In Nepal, the issue of 

inclusion seems to have been partially met as special needs 

education is to some extent availed [47].   

 

Discussion  

The studies clearly inclined to learning difficulties to the 

children. These studies indicate that there is an obstruction in 

implementing the phenomena of inclusive education due to 

different factors associated with the parents, teachers, schools 

and even the community.  A study conducted in USA revealed 

that there is a need of more effort from the teachers, peers and 

the schools to help students in the school environment to 

continue the education of disabled students [48].  

Even though the studies inclination towards learning 

difficulties to the children, we cannot directly assume that 

there are not any learning opportunities for the CWDs. Due to 

learning opportunities through inclusive education  and special 

education concepts, there are some positive changes to the 

education of the children. Due to inclusive education and 

special education practices, the learning difficulties are 

gradually changing to learning opportunities in some of the 

countries. It is established that the benefits of a specific 

interactive learning environment in terms of achieving the 

highest levels of school achievement and group cohesion for 

all students, as well as maximizing on the benefits of 

interaction for learning. [49; 50]. However, disability is more 

or less equated with learning difficulty in most of the countries 

because of the hindering factors associated with it. People 

with disabilities are subjected to various deprivations, 

according to the World Bank Report (2009), and they are the 

most excluded from school. It was also discovered that the 

more severe a child's condition, the less likely the child is to 

attend school. [51].  

The Tanzanian study by Tungaraza (2014) indicates that 

there are hindering factors associated from physical barrier to 

the teaching learning materials in the school [17]. This finding 

is supported by a report of Canada that there are key learning 

barriers to the CWDs at the primary and secondary, or at the 

post-secondary level. Inadequate money, physical 

inaccessibility, time-consuming and inefficient 

accommodation processes, negative attitudes and stereotypes, 

and a lack of understanding of all parties' rights and 

obligations are the main roadblocks [52].  

When we talk about another factor as teachers, in most of 

the schools basically in developing countries, there is lack of 

trained teachers on the concept and idea of inclusive education 

and other facilities and materials available in the school for the 

CWDs.  

This indication was supported by a study in USA, which 

revealed that having a positive attitude toward inclusion can 

be challenging when teachers do not have basic skills (e.g., 

ability to modify the curriculum, understanding of student 

disabilities, managing challenging behaviors) necessary to 

facilitate inclusion [53]. 

Teachers' attitudes and perceptions of students with 

impairments are always important. If their perceptions and 

attitudes are positive, inclusive education or the education of 

CWDs will be positive and effective. In the education of 

children with disabilities, the teacher's attitude is critical since 

their judgments can have a social, emotional, and intellectual 

impact on a child's well-being. [54]. The attitudes of teachers 

according to their status and levels may differ as revealed by 

Murray et al. (2008). University faculty generally had positive 

perceptions about students with learning difficulties and was 

willing to spend time supporting students with learning 

difficulties [55].   

In teachers’ self-efficacy, knowledge and attitude, several 

researches have revealed that there is relationship between 

teachers’ self-efficacy and inclusive education practices. A 

positive relationship between teachers’ attitude towards 

inclusion and their self-efficacy in practicing inclusion was 

reported in Tanzania [56]. Similarly, another study conducted 

in Canada indicated that higher self-efficacy for collaboration 

was the only predictor associated with more positive attitudes 

about inclusive education practices for students with 

developmental disabilities [57]. 

A study by Wang et al. (2012) in Shanghai, China reported 

that general and special education teachers differing in their 

self-efficacy for inclusion [58]. Teachers in the mainstream 

school reported lower efficacy for inclusive instructional 

strategies and collaboration, which was justified by the earlier 

observation (cited in 58) that minimal knowledge of teachers 

in general schools for catering to the diverse needs of children 

with disabilities as the biggest barrier to successful 

implementation of inclusive practices [58]. Wang et al. (2012) 

raised their concerns about the lack of training that general 

education teachers receive (both theoretical and practical) 

through their teacher education programs [58].  

As the studies indicated that the teachers’ self-efficacies are 

not up to the level in most of the developing countries reason 

why there are learning difficulties to the children.  

In quantitative approach, the finding suggests that for 

successful implementation of inclusive education for disabled 

children, gender, qualifications and experience of educators 
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will not obstruct anything. These are not determining factors 

to run successfully the inclusive education in the schools.   

The pedagogical approach also mattes to enhance the 

learning capabilities of disabled children. Further, the 

contractions in policy and societal perspectives to gauge the 

disability matters a lot to support learning efficiency of the 

children.  Similarly, access to the school is another area 

whether to ensure learning opportunities to the disabled 

children.  The better coordination between the stakeholders 

always contributes to ensuring learning opportunities for the 

children.  

Teachers’ pedagogical practices are a fundamental social 

justice issue in regard to improved learning outcomes for all 

children [59; 60]. Pedagogy is complicated and includes 

relationships between teachers, children, curriculum content, 

and knowledge created [61]. This relational perspective of 

pedagogy recognizes the importance of teacher–child 

relationships and relationships between children for effective 

pedagogical practices [62].  

Lewis and Norwich (2005) explored about the complex 

relationship between teachers’ knowledge, the curriculum and 

pedagogical strategies. They suggest that teacher education 

should include the study of child development and the 

psychology of learning and promote a holistic approach [63]. 

This view led to an increasing focus on ‘inclusive pedagogy’ 

in a range of countries [64; 65]. Thus, with regard to teaching 

strategies, Lewis and Norwich (2005) concluded that 

impairment-specific pedagogy was advisable [63]. They 

argued that the majority of students’ needs are tried to meet 

through the adaptation of general teaching strategies catering 

for differences through ‘degrees of deliberateness and 

intensity of teaching’, which are not suitable for the CWDs 

[63]. 

The learning difficulties are there because of physical and 

mental health situation of the disabled children. The casual 

consequences of social exclusion contribute to deteriorated 

mental and physical health and eventually the learning 

difficulties of disabled children.  The policy existence and its 

proper implementation are crucial to avail the rights of CWDs, 

which must be supported by the attitudes and beliefs of the 

educators and these are generally lacking in developing 

countries.   

The social exclusion for the learning of the children is 

created by parents, teachers and the schools itself.   Parents' 

mindsets, attitudes, and beliefs play a crucial role in their 

decision-making about whether or not to include or exclude 

their kid with a handicap, as well as in influencing 

policymakers and practitioners [66]. Scholars have also argued 

that there is a lack of understanding about disability and that 

professionals' instructional skills are lacking [67]. Similar 

incidents revealed a lack of dedication and preparation on the 

part of school staff to adjust teaching and learning materials. 

Furthermore, there is evidence that unqualified workers and 

facilitators contributed to the exclusion of disabled children 

[68]. As a result, parents prefer to care for their children at 

home, which obstructs the children's learning chances [68]. 

Another source of social isolation is gender stereotypes. In 

every culture, gender stereotypes combine with disability 

stereotypes to form a deep matrix of gendered disability, 

created within specific historical settings and changing those 

situations over time. Girls with disabilities are at the 

crossroads of many forms of disability and gender 

discrimination [54]. This situation ultimately limits the 

learning options for disabled girls. 

Through all these findings, we can figure out that the 

learning difficulties among the disabled children are at an 

alarming stage and it is determined by different factors. A host 

of contributing factors has been identified for the curtailment 

of the learning opportunity of the children. Through the 

evidence of above literatures, it can be figured out that the  

determining factors are the roles and responsibilities of 

educational authority, availability of important knowledge on 

disabilities at schools and with the teachers. The other factors 

include provisions for the rights for the children, learning 

environment, approach on equality and inclusiveness in the 

schools including teachers’ knowledge and attitude, their 

perceptions toward the students and their self-skills/efficacy to 

deal with the complexity of such children’s learning needs 

including the role of parents. The attitude of parents toward 

disabled children and their education can be a major facilitator 

or a major impediment to inclusion and engagement in 

mainstream society, including schooling [54]. 

These factors were also spelled out by the inclusive 

education and educational theory of Knight, 1999. The theory 

has pointed out that there is a need for democratic authority, 

inclusiveness and democratic classroom, the democratic 

curriculum, student rights, the nature of participation in 

decisions that affect one's life, establishing optimum enabling 

environment for learning, and equality for the disabled 

children in the schools [69]. These requirements must be 

fulfilled to ensure quality education for children with 

disabilities. If these requirements are not met, children with 

disabilities are bound to face learning difficulties. The findings 

of the literatures clearly revealed that the above factors that 

ensure quality education for disabled children are glaringly 

missing.  

The learning difficulties faced by the children with 

disabilities are because of the perspectives of society, 

community and individuals. In disability, Rioux (1997) 

mentioned that there are three perspectives; 

Disability is viewed as a medical or physical problem that 

can be prevented or decreased through biological, medicinal, 

or genetic therapies under the biomedical approach. 

Disability is viewed as an individual condition with an 

emphasis on how to treat the functional impairment it causes 

under the functional approach. 

Disability as a consequence of how society is organized, 

and the relationship between society and the individual under 

the rights-outcome approach [70]. 

A rights-based approach to education demands a systematic 

effort to identifying and removing the barriers and blockages 

that obstruct access, as well as a rigorous method to 

demonstrating entitlement of every child to education. A 
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commitment to inclusive education would embrace this 

dimensional approach so that the concept of inclusive 

education came and applied in most of the countries. It 

requires an understanding of inclusion as an approach to 

education for all children. This approach needs to be 

supported by a broad strategic commitment across government 

to create the necessary environment for ensuring the rights of 

CWDs, then only the right to education of the children can be 

ensured[4]. 

Actually, everyone’s perspective should be right outcome or 

right based approach to enhance learning opportunities but 

different entities (community, society, individuals) see 

disabilities through different lenses so the problems associated 

with disabilities have failed to see any solutions and remain 

where they are.   

These perspective discrepancies can be linked to Giddens’ 

Structuration theory. As argued by Giddens (1984), an 

individual’s autonomy is influenced by the structure of the 

society. Giddens (1984) argues that both, ‘structure’ and 

‘agency’ are associated with ‘society’ and the ‘individual’ (p. 

162). Giddens’ theory seeks to show that the knowledgeable 

actions of human agents discursively and recursively form a 

set of rules and, practices and routines [71]. So, we have 

sensed through different studies that how CWDs are 

influenced or affected by the school structures in the set of 

rules and practices applied mostly in developing countries. 

Here, we can link the Giddens explanation of the interaction of 

human actors and social structures in providing or curtailing 

the learning opportunities to the children. Thus, we can say 

that how is the structure formed and how is it functioning by 

the actions and interactions of human will determine the 

learning opportunities for the children. 

 When we talk about learning opportunities for the children 

basically in the developing countries, the structural problems 

created by the human actors/agencies and social structures are 

there and these are evident from the literatures also, so there is 

learning difficulty related problems for the children with 

disabilities in schools.   

CONCLUSION 

Through the above findings, it can be argued that teachers’ 

attitude, beliefs, intention, training, etc. are the major 

determining factors to practice inclusive education for the 

children with disabilities to enrich learning opportunities for 

the children.  It is revealed that because of the authority, 

structure, school environment and behaviors of teachers, 

parents and the society as a whole, the learning environment 

for the children are being problematic. Similarly, a blanket 

approach or one size fits all approach while dealing all with 

types of CWDs is a problem that impedes the process of 

providing better access and ensuring learning capabilities for 

the children.  In contrary, the available resources, facilities, 

services provided by teachers are the major factors to ensure 

the quality education of CWDs in the schools.  

We can conclude based on the theoretical perspectives that 

learning spaces having structural problems influenced by the 

human actors and the structures of the schools itself lead to the 

obstruction of the learning processes and abilities of CWDs. It 

is recommended that the basic themes to ensure learning needs 

of CWDs as suggested by Knight (1999) in the schools can be 

fulfilled through joint efforts, cooperation and coordination 

among all stakeholders along with better structural 

adjustments in the schools basically of developing countries.  

The principle of collectivism (collective efforts of all 

stakeholders) and empowerment (SMC/PTA, teachers and 

parents) is the best way forward to ensure the rights to 

education of CWDs as prescribed by UNCRPD, 2006 and 

legal provisions of all countries.  

This paper brought forward the major determining factors 

or loopholes to curtail learning opportunities of the CWDs 

through empirical evidences and theoretical lenses. Further 

elaboration on the figured out determining factors and its 

influence to ensure or curtail learning opportunities to the 

children can be conducted through participatory or 

emancipatory research approach of disability. Such research 

would help us to better understand the circumstances of 

learning difficulties experienced by the learners themselves.  
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   Abstract—The present work, reports on combination of precise 

positioning ability of 3D printers with near field electrospinning 

(NFES) as a low-cost and scalable approach for producing a flexible 

magnetic structure. Using this high speed and large-area printing 

technique we can overcome the drawbacks of conventional 

electrospinning such as fiber structural inhomogeneity, random 

orientation, and non-reproducible results. In addition, the application 

of more complicated and expensive methods such as lithography or e-

beam lithography or nanoimprint lithography can be avoided using this 

technique. The most important advantage of the reported fabrication 

method relative to electro-spinning process is the ability to have a 

special control on the distribution pattern of the electrodes on the 

surface which can lead to better control over the ratio of conductivity 

and transparency of the surface. 

 

    Keywords—3D printing, Near-field electrospinning, Fe3O4 

nanoparticles, Electrohydrodynamic printing, Flexible 

 

1. INTRODUCTION 

Recently a new fabrication method is reported as a 

combination of additive manufacturing and electrospinning 

which can provide significantly higher order into the prepared 

structure (Wang et al., 2008). In many literatures, this method 

is referred to as mechano electrospinning, electro hydro 

dynamic printing (EDH) (Yin et al., 2018) or near-field 

electrospinning (NFES) (Min et al., 2013). NFES is a powerful 

technique which recently developed to print out uniaxially 

aligned fibers with precise control of fiber size and placement 

(Min et al., 2013; Fuh and Lu, 2014). The key advantage of 

this technique lies in the low applied voltage and short 

electrode-to-collector distance which provide better fiber 

deposition controllability. 

Electrohydrodynamic printing provides higher resolution than 

standard printing techniques such as inkjet printing. The 

higher resolution is achieved by employing a different method 

to form the droplet: by applying an electric field between a 

nozzle (with typical inner diameter between ~100 nm to 

several μm) and the substrate. 

the need for an electric field does somewhat limit the method 

in terms of substrate and the ink characteristics. 

Near-Field Electrospining is another typical mode of 

electrohydrodynamic printing when the solution has a low 

viscosity. The jet breaks up into droplets with diameter 

ranging from a few nanometers to hundreds of micrometers. 

The challenge of optimizing the conductivity properties of 

such materials is network formation methods. A low junction 

resistance between nanostructures is important for decreasing 

the sheet resistance and the junction resistances between 

deposited electrodes can increase without coherent order 

within the network structure. 

However, all these works state that the electrospinning is a 

random and non-controllable process, so that, the orientation 

and distribution of the polymer nanofiber template are difficult 

to control, and there is little to none control over fabrication 

process in electrospinning process which can results in higher 

electrical resistance and lower transparency and sample-to-

sample variation of electrode performance may not be 

avoided. 

  The present work reports on combination of precise 

positioning ability of 3D printers with NFES as a low-cost and 

and acceptable feature for producing a flexible magnetic 

structure. 

 

2. MATERIALS AND METHODS 
 

2.1. Materials 

polycaprolactone with molecular weight of 80,000 g⋅mol-1 was 

purchased from Tabriz Petrochemical Company (TPCO, 

Tabriz, Iran). Adequate amount of PCL was dissolved in 

chloroform at 50 °C for 2 hour in order to yield 14% w/v 

solution. The viscosity of these solutions was measured at room 

temperature by using a digital rotational viscometer. In order to 

reach the final solution, 2.5%, 5% and 10% of Fe3O4 were 

added to the solution, respectively. Also prepare 0% solution as 

a control group. 

 

2.2. NFES Printing of Microscale Fiber 

As shown in Figure 1, a custom 3D electrohydrodynamic 3D 

printing platform based on the Choc Creator 1 platform (Choc 

Edge Ltd, UK) was used to build a well-aligned microfiber 

mask on flexible substrates. The PCL solution was placed in a 

1 ml syringe. The print nozzle with an internal diameter of 600 

μm was connected to the positive terminal of a DC voltage 

generator and the voltage was set to 1.5 volts. A collector on the 

moving stage of the collector was connected to the negative 

terminal of the DC voltage generator. The distance from the 

Application of Electrohydrodynamic Printing for 

Preparation of a Flexible Magnetic Structure 
M. Khandaei, M. Rafienie, S. Bonakdar, L.Hao, S.A. Poursamar 

In Electrohydrodynamic printing modes, the resulting ink 

droplets are in an electric field between the tip and the 

substrate and are essentially pulled out of the nozzle tip onto 

the substrate. The pulling of the ink droplet out of the nozzle 

in EHD printing, in contrast to the pushing of the ink droplets 

out of the nozzles in inkjet printing, makes EHD more flexible 

because the pulling strength in EHD can be easily tuned by 

altering the imposed electric field. EHD also enables an 

accurate droplet placement due to the assisting electric field 

lines. Note that, although inks with variety of different 

electrical conductivities have been shown to be EHD printable, 

    Mansoureh  Khandaei is with the Isfahan University  of Medical  
Sciences, Iran (e-mail: mansooreh.kh1377@gmail.com).
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nozzle to the slide on the collector was set to the minimum and 

the speed was 3000 mm/s. 

 

2.3. Preparation of Printed Structure 

The PCL and Fe3O4 fibers were printed on slide placed on the 

collector and produced a special dimensional pattern. After 

complete drying, the printed pattern is removed from the slide 

surface for electrospinning. 

 

 
Fig. 1. The schematic view of NFES printing of microfibers. 

 

2.4. Electrospining 

For electrospinning on the surface of the printed pattern, 1 ml 

of solution with similar proportions of the solution prepared for 

printing is prepared and the distance between the needle tip and 

the collector is set at 20 cm. Finally, electrospinning is 

performed at a voltage of 20 kV and a rate of 0.01 ml/min at 

room temperature. 
 

 

2.5. Transparency Measurements 

The optical transparency at a wavelength between 200 and 1100 

μm was measured using a UV–visible–near infrared 

spectrophotometer (SPECORD 250, Analytik Jena, Germany) 

in transmittance mode using 0.5 nm slit and the sample size of 

25 × 25 mm. 
 

2.6. Bending Test 

A 20 × 20 mm sample was cut and was fixed between two 

holders. The Bending test was performed at 18 mm⋅s−1 rateand 

under the lateral dislocation of 11 mm causing a matching 

radius bending. The impact of 10,000 bending cycles on the 

conductivity of the samples was studied. The bending test was 

carried out on the same custom-made printer used for NFES by 

removing the extrusion section and installing clamps to hold the 

electrode specimen. The printer was programmed to oscillate 

11 mm in Y-direction for up to 2500 cycles. The sheet 

resistance was measured using the method described in 

previous section and then test was continued for other 25,000 

cycles for the total cycles of 10,000. 

 
 

2.7. Surface analysis 

Microstructure analyses were carried out using scanning 

electron microscope (SEMVEGA/TESCAN, Czech Republic). 

The samples were sputter coated (K450X Sputter Coater, 

EMITECH, UK) with a thin layer of gold (~60 nm, 3 fold 

sputter time 2 min at 20 mA) to improve the conductivity of the 

surface. The samples were studied under 20 kV acceleration 

voltage. 

 

 
Fig. 2.  Microscopic view from PCL – Fe3O4 printed structure 

 

2.8. TEM analysis 

TEM microscopes can produce images with a minimum 

magnification of 2,000 and a maximum magnification of 50 

million and a resolution of 50 pm. Therefore, these types of 

microscopes are one of the best choices for studying the 

microstructure of various materials, especially different 

nanomaterials. In order to perform this analysis, samples with 

dimensions of 0.5 x 0.5 mm are placed on a grid and an electron 

beam is passed through the sample. 

 

 

 

2.9. Measurement of magnetic properties 

In order to measure and study the properties and magnetic 

behavior of the printed patterns, VSM analysis was performed 

on samples with dimensions of 0.5 x 0.5 mm. The applied 

magnetic field in the analysis is 0.8T and the results are 

presented in the form of a graph called the residual curve. 
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Abstract— Selective serotonin reuptake inhibitors (SSRIs) are 

commonly prescribed antidepressants which are  used clinically for 

treatment of anxiety disorders, obsessive-compulsive disorder 

(OCD), panic disorders and eating disorders. The first SSRI, 

fluoxetine (sold under the brand names Prozac and Sarafem among 

others), had an adverse effect profile better than any other available 

antidepressant when it was introduced because of its selectivity for 

serotonin receptors. They have been considered almost free of side 

effects and have become widely prescribed, however questions about 

the safety and tolerability of SSRIs have emerged with their 

continued use.  

Most SSRI side effects are dose related and can be attributed to 

serotonergic effects such as nausea. Continuous use might trigger 

adverse effects such as hyponatremia, tremor, nausea, weight gain, 

sleep disturbance and sexual dysfunction. Moderate toxicity can be 

safely observed in the hospital for 24 hours, and mild cases can be 

safely discharged (if asymptomatic) from the emergency department 

once cleared by Psychiatry in cases of intentional overdose and after 

6 to 8 hours of observation.  

Although fluoxetine is relatively safe in terms of overdose, it 

might still be cardiotoxic and inhibit platelet secretion, aggregation, 

and plug formation. There have been reported clinical cases of 

seizures, cardiac conduction abnormalities, and even fatalities 

associated with fluoxetine ingestions. While the medical literature 

strongly suggests that most fluoxetine overdoses are benign, 

emergency physicians need to remain cognizant that intentional, 

high-dose fluoxetine ingestions may induce seizures and can even be 

fatal due to cardiac arrhythmia.  

Our case is a 35-year old female patient who was sent to ER with 

symptoms of confusion, amnesia and loss of orientation for time and 

location after being found wandering in the streets unconsciously by 

police forces that informed 112. Upon laboratory examination, no 

pathological symptom was found except sinus tachycardia in the 

EKG and high levels of aspartate transaminase (AST) and alanine 

transaminase (ALT). Diffusion MRI and computed tomography (CT) 

of the brain all looked normal. Upon physical and sexual 

examination, no signs of abuse or trauma were found. Test results for 

narcotics, stimulants and alcohol were negative as well. There was 

presence of dysrhythmia which required admission to the intensive 

care unit (ICU). 

The patient gained back her conscience after 24 hours. It was 

discovered from her story afterwards that she had been using 

fluoxetine due to post-traumatic stress disorder (PTSD) for 6 months 

and that she had attempted suicide after taking 3 boxes of fluoxetine 

due to loss of parent. She was then transferred to the psychiatric 

clinic.  

 
 

 

 
 

and tolerability, for diagnosis of patients applying to the emergency 

room (ER). 
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Abstract— Introduction: Burns to the face account for between 

one-fourth and one-third of all burns. The loss of an eyebrow due to 

a burn or infection can have negative physical and psychological 

consequences for patients because eyebrows have a critical 

functional and aesthetic role on the face. Plastic surgeons face 

unique challenges in reconstructing eyebrows due to their complex 

anatomy and variations within genders. As a general rule, there are 

three techniques for reconstructing the eyebrow: superficial 

temporal artery island flap, a composite graft from the scalp, and 

mini or micro follicular grafts from the scalp. In situations where a 

sufficient amount of subcutaneous tissue is not available and the 

defect is big such as the case of burns, flaps like the superficial 

temporal artery scalp flap remain reliable options. In 2018, a 17-

year-old female patient presented to the department of Burns Plastic 

and reconstructive Surgery of Guru Teg Bahadur Hospital, Delhi, 

India. A scald-burn injury to the face occurred two years before 

admission, resulting in bilateral eyebrow loss. We reconstructed the 

bilateral eyebrows using bilateral scalp island flaps based on the 

posterior branch of the superficial temporal artery. The 

reconstructed eyebrows successfully assumed a desirable shape and 

exhibited a natural appearance, which was consistent with 

preoperative expectations and the patient stated that she was more 

comfortable with her social relationships. Among the current 

treatment procedures, the superficial temporal artery island flap 

continues to be a versatile option for reconstructing the eyebrows 

after alopecia, especially in cases of burns. Results:  During the 30 

days follow-up period, the scalp island flap remained vascularised 

with normal hair growth, without complications. The reconstructed 

eyebrows successfully assumed a desirable shape and exhibited a 

natural appearance; the patient stated that she was more comfortable 

with her social relationships. Conclusion: In this case report, we 

demonstrated how scalp island flaps pedicled by the superficial 

temporal artery could be performed very safely and reliably to create 

new eyebrows. 

 

Keywords— alopecia, burns, eyebrow, flap, superficial 

temporal artery. 
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Abstract— The placenta is an important structure which  

provides oxygen and nutrients to the growing fetus in utero. It is 

usually thrown away after the birth but it has a therapeutic role in 

regeneration of tissue. It is covered by the amniotic membrane which 

can be easily separated into the amnion layer and the chorion layer. 

The amnion layer act as a biofilm for the healing of burn wound and 

non healing ulcers. The freshly collected membrane has stem cells, 

cytokines, growth factors, and anti-inflammatory properties which act 

as a biofilm for the healing of wounds. It functions as a barrier and 

prevent heat and water loss and also protect from bacterial 

contamination thus supporting the healing process. The application of 

Amnion membranes have been successfully used for wound and 

reconstructive purposes since decades. It is very cheap and easy 

process and has shown superior results than allograft and xenograft. 

However there are very few case reports of amnion membrane 

grafting in newborn, we intend to highlight its therapeutic importance 

in burn injuries in newborn.    

 

We present a case of 9 days old male neonate who presented to the 

neonatal unit of Maulana Azad Medical College with complain of 

fluid filled blisters and burn wound on body since 6 days. He was 

born at outside hospital at 38 weeks of gestation to a 24-year-old 

primigravida mother by vaginal delivery. The presentation was 

cephalic and the amniotic fluid was clear. His birth weight was 2800 

gm and APGAR scores were 7 and 8 at 1 and 5 minutes respectively. 

His anthropometry was appropriate for gestational age. He developed 

respiratory distress after birth requiring oxygen support by nasal 

prongs for 3 days. On day of life 3 he developed blisters on his body 

starting from then face then over the back and perineal region.   

At presentation on day of life 9 he had blisters and necrotic wound on 

right side of the face, back, right shoulder and genitalia affecting 60% 

of body surface area with full thickness loss of skin. He was started 

on intravenous antibiotics and fluid therapy. Pus culture grew 

Pseudomonas aeuroginosa for which culture specific antibiotics were 

started. Plastic surgery reference was taken and regular wound 

dressing was done with antiseptics. He had storming course during 

the hospital stay. On day of life 35 when baby was hemodynamically 

stable amnion membrane grafting was done on the wound site. For 

the grafting fresh amnion membrane was removed under sterile  
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conditions from the placenta obtained by caesarean section. It was 

then transported to the plastic surgery unit in half an hour in a sterile 

fluid where the graft was applied over the infant’s wound. The 

amnion membrane grafting was done twice in two weeks for covering 

the whole wound area. After successful uptake of amnion membrane, 

skin from the thigh region was autografted over the whole wound 

area by Meek technique in a single setting. The uptake of autograft 

was excellent and most of the areas were healed. In some areas there 

was patchy regeneration of skin so dressing was continued. The 

infant was discharged after three months of hospital stay and was 

later followed up in plastic surgery unit of the hospital.  

 

   Keywords— Amnion membrane grafting, autograft, Meek 

technique, newborn. 
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Abstract— Background: 5% to 10% children and young people 

(CYP) have specific phobias that impact upon daily functioning.  

Cognitive Behaviour Therapy (CBT) is recommended but has 

limitations.  One Session Treatment (OST), a low-intensity 

alternative incorporating CBT principles, has demonstrated efficacy. 

Alleviating Specific Phobias Experienced by Children Trial 

(ASPECT) investigated the non-inferiority of OST compared to 

multi-session CBT for treating specific phobias in CYP. Methods: 

ASPECT was a pragmatic, multi-centre, non-inferiority randomised 

controlled trial in 26 CAMHS sites, three voluntary agency services 

and one university-based CYP well-being service.  CYP aged 7- 16 

years with specific phobia were randomised 1:1 to OST or CBT.  

Non-inferiority was assessed six-months post-randomisation using 

the Behavioural Avoidance Task (BAT).  Secondary outcome 

measures included the Anxiety Disorder Interview Schedule, Child 

Anxiety Impact Scale, Revised Children’s Anxiety Depression 

Scale, goal-based outcome measure, EQ-5DY and CHU-9D, 

collected blind at baseline and six months.  An economic evaluation 

and qualitative study were undertaken. Results: 268 CYP were 

randomised to One Session Treatment (OST) (n=134) or CBT 

(n=134). Mean BAT scores at six-months were similar across groups 

in both intention-to-treat (ITT) and per-protocol (PP) populations 

(CBT: 7.1 (ITT, n=76), 7.4 (PP, n=57), OST: 7.4 (ITT, n=73), 7.6 

(PP, n=56), on the standardised scale adjusted mean difference for 

CBT compared to OST -0.123, 95% CI -0.449 to 0.202 (ITT), mean 

difference -0.204, 95% CI -0.579 to 0.171 (PP)).  These findings 

were wholly below the standardised non-inferiority limit of 0.4, 

suggesting that OST is non-inferior to CBT.   No between-group 

differences were found on secondary outcomes. OST marginally 

decreased mean service use costs and maintained similar mean 

Quality Adjusted Life Years compared to CBT.  CYP, their parents 

and the therapists found the intervention acceptable. Conclusions: 

OST has similar clinical effectiveness to CBT for specific phobias 

in CYP and maybe a cost-saving alternative. 

 

Keywords— one session therapy (OST), CBT, phobias, RCT. 
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Abstract— Object: This study aimed to compare the impact of 

different laser scanning with that of conventional methods on 

zirconia surface treatment through evaluation of shear bond strength 

(SBS) values. Method: One hundred and thirty-two sintered zirconia 

cubic samples were prepared and randomly divided into six study 

groups: milling control (without surface treatment); grinding; 

sandblasting; and three-times, four-times, and five-times laser 

scanning groups. The treatment process for the first three groups was 

performed before the zirconia coating, while the last three groups 

were treated after zirconia coating with veneer slurry through a 

spraying technique. In the current study, the surface roughness Ra, 

contact angle measurement, phase transformation, topography and 

interfaces, SBS in unaged and aged conditions, and fracture mode 

patterns of zirconia cores were investigated. The results were 

analyzed using laser confocal scanning microscopy, drop analyzer, 

X-ray diffractometry (XRD), scanning electron microscope (SEM) 

equipped with energy dispersive spectroscopy (EDS), universal 

testing machine, and stereomicroscope. Results: The results 

indicated that three-times laser-scanned specimens presented higher 

Ra values than the other studied groups. The minimum contact angle 

value was detected in the mentioned group, while the control group 

presented the highest value. The XRD showed phase transformation 

from tetragonal to monoclinic t–m following grinding and 

sandblasting. However, the laser-scanned specimens and the control 

group preserved the structural integrity of the zirconia core, 

presenting the tetragonal phase only. The highest SBS values were 

recorded in specimens treated with three-times laser scanning in the 

unaged and aged conditions. A mixed fracture was a common 

fracture pattern among the studied groups. The results confirmed 

that SBS could be optimized through three-times laser scanning, and 

it provided better adhesion between zirconia and the veneer ceramic 

material. Conclusion: Multiple scanning processes of more than 

three times are not recommended for zirconia surface treatment. 

 

Keywords— ceramic, surface treatment, laser, contact angle. 
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Abstract 

In the United States, many individuals suffer from substance use disorder (SUD) resulting from 

prescription therapy with opioids.  This literature review examined the following question: For 

adults aged 25-60 with chronic non-cancer pain, does long-term use of opioids increases the risk 

of opioid abuse over one month?  The methods used to examine this research question included an 

evaluation of recent, primary, peer-reviewed journal articles in the discipline of nursing and 

medicine found by utilizing MCPHS University's online library of databases.  A critique and 

synthesis of the 10 articles chosen were then completed.  The results of this research found two 

effective screening tools and prescription drug monitoring programs that providers can use to 

assess for SUD before prescribing opioids.  This research also found that non-opioid pain 

medications may be as effective or more effective than long-term opioid therapy in treating chronic 

non-cancer pain.  A final result found additional safety concerns, such as increased mortality rates, 

and the importance of information sharing and shared decision-making between the provider and 

patient.  Gaps in the literature included limited populations and patient self-reported outcomes.  

Future research should be directed to examine the validity of patient self-reported data regarding 

prescription opioid drug use, motivations for opioid misuse, and pain-related outcomes over time.  

Implications for practice included low support for the initiation of long-term opioid prescription 

therapy for chronic non-cancer pain.  This research also had implications for optimizing provider 

access to prescription drug monitoring programs. 

Keywords: substance use disorder (SUD), opioids, long-term opioid therapy, chronic non-cancer 

pain 
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Long-Term Opioid Therapy: Efficacy and Incidence of Substance Use Disorder 

The opioid epidemic affects over 10 million people a year in the United States alone and is now 

considered a national crisis (Substance Abuse, 2020).  Over three-fourths of those who misuse 

opioids were initially prescribed opioids by their provider.  Many individuals suffer from chronic 

pain and do not understand addiction risks when prescribed opioids (Klimas et al., 2019).  

Providers are given several screening tools and guidelines to follow when prescribing and 

monitoring the use of prescription opioids.  The Centers for Disease Control and Prevention (CDC) 

provides specific guidelines for providers to use when prescribing opioids.  Even with these 

guidelines, the number of opioid prescriptions continues to rise annually, with more than one-third 

of all United States adults prescribed opiates in 2015 (Gomes et al., 2017; Han et al., 2017; 

Liebschutz et al., 2017).  These statistics make it necessary to research whether long-term opioid 

therapy, longer than one month, increases the risk of opioid misuse, even in individuals who were 

not at risk initially. 

The purpose of this study is to educate providers on the risks of long-term opioid therapy and 

help providers identify individuals at increased risk of abusing opioids through clinical guidelines 

and evidence-based practice.  This paper will also identify tools that providers can utilize to gather 

pertinent information, including risk factors, to determine the best treatment options for each 

patient.  Finally, this paper will analyze the safety and efficacy of receiving long-term prescription 

opioid therapy in patients with low to no risk factors of opioid misuse to determine the risk of SUD 

in individuals prescribed opioids longer than one month.  This research project also has 

implications for future practice to include new knowledge on the risk versus benefit of initiating 

long-term opioid therapy to patients with chronic non-cancer pain.  As primary care providers, 

nurse practitioners (NPs) must have the tools and strategies necessary to identify patients at 

increased risk of drug misuse before prescribing opioids for pain.  Much research has been 

conducted to examine the risk factors and provide prescription-specific guidelines and tools for 

the use of short-term (two to five days) opioid prescription therapies.  However, the problem is 

that there is a gap in knowledge regarding whether long-term opioid therapy improves chronic 

non-cancer pain and what risk factors exist for SUD with opiate therapy prescribed longer than 

one month.  This research project will examine the following question: For adults aged 25-60 with 

chronic non-cancer pain, does long-term use of opioids increase the risk of opioid abuse over one 

month?  

 

Methodology  

This literature review was achieved by an evaluation of recent, primary, peer-reviewed journal 

articles found by utilizing the MCPHS University's online library of databases.  These databases 

included PubMed, EBSCO, eScholarship, Directory of Open Access Journals, and Gale Academic 

OneFile.  The journal articles used in this study included articles published within the last five 

years from peer-reviewed, primary sources in the discipline of nursing and medicine.  Keywords 

used to generate the journal articles included substance use disorder, long-term opioid therapy, 

chronic non-cancer pain, and opioids.  The articles were evaluated through a review of each 

article's abstract to ensure the appropriateness of the article.  The articles were then further 

evaluated by reviewing their population, methods, strengths, limitations, findings, and conclusions 

Inclusion criteria included articles that had a study population between the ages of 25 and 60 

who were prescribed long-term opioid therapy.  Articles that were older than 5 years, did not 
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include this adult population, or were not peer-reviewed journal articles were excluded from this 

study.  In addition, only articles that involved long-term prescription opioid therapy and SUD due 

to long-term opioid therapy were included in this study.  There were many articles discussing 

short-term opioid therapy and SUD and many other articles examining SUD due to mental health 

conditions.  These articles were excluded from this study.  Exclusion criteria also included any 

studies involving palliative care or cancer pain.  From the articles included in this literature review, 

10 studies were chosen to create a literature matrix for further evaluation.  The articles included in 

the literature matrix are quantitative studies (Carey et al., 2018; Han et al., 2017; Häuser et al., 

2020; Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Turner 

et al., 2019; Worley et al., 2017; Zgierska et al., 2016). 

 

Theoretical Framework 

The Theory of Bureaucratic Caring by Marilyn Anne Ray was used to guide this research project.  

This nursing theory gives a holistic view of caring, encompassing the ethical, spiritual, and cultural 

aspects of patient care (Smith & Parker, 2020).  However, unlike other theories, this theory also 

emphasizes advocacy and the political, economic, legal, and technological factors of an 

organization.  Ray's theory explains how all of these parts are interconnected and dynamic, forming 

a synchronized, holistic network of caring, communication, and relationships.  Her theory also 

describes what happens when one part, such as cost and profit politics, becomes more valued than 

other parts, such as patient safety and ethics, causing a lack of confidence and trust in the health 

care system.  Ray's theory explains that this lack of confidence is due to "health care systems 

falling victim to the corporatization of human enterprise" (Smith & Parker, 2020, p. 453).  Finally, 

her theory describes bureaucracy as a living, ever-changing system of caring. 

In this research project, Ray's theory was used to investigate and understand the opioid crisis 

and determine whether there is an increased incidence of substance use disorder (SUD) in 

individuals with no risk factors who are prescribed long-term opioid therapy for chronic non-

cancer pain.  This theory aided in examining and exploring caring as it pertains to the bureaucracy 

of opioid prescriptions and chronic non-cancer pain.  In 2017, the Trump administration declared 

the opioid crisis a public health emergency, causing policymakers and stakeholders to create 

programs, laws, and policies to provide a solution to the opioid epidemic.  The Controlled 

Substance Act is one form of politics set forth to regulate the distribution of opioids.  This policy 

affected healthcare professionals more significantly than many other stakeholders, causing 

instability and unpredictability of the holistic health care system (Vranken et al., 2019).  The 

Controlled Substance Act is one example of Ray's theory showing how the entire organization is 

affected when one part of the organization is affected.   

Research studies found that a large number of patients treated with opioid prescriptions had a 

high morbidity and mortality rate due to SUD.  In addition, marketing companies, pharmaceutical 

companies, and even some providers were found to be making a significant profit from opioid 

prescriptions, knowingly increasing the mortality and risk of SUD.  Opioid market spending, 

pharmaceutical spending to physicians, and mortality rates of prescription opioid overdoses were 

examined from 2013 through 2015.  The results directly correlated prescription opioid overdoses 

and pharmaceutical marketing to physicians (Hadland et al., 2019).  This increase in the influence 

of pharmaceutical companies caused the health care system to become inequitable and misleading, 

producing a health care system that was no longer holistic or trusted by the public. 

For these reasons, it is essential to research the efficacy of long-term opioid treatment for chronic 
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non-cancer pain and examine whether long-term opioid prescriptions increase the risk of SUD 

even in the absence of other risk factors.  Research must also be conducted to determine the most 

effective screening tools providers can use to rule out individuals at high risk of SUD for long-

term opioid prescription therapy.  Ray's theoretical framework, which blends the patient-centered, 

holistic caring for the patient with the organizational, economic, and political aspects of care, 

guided this research project in a balanced, systematic, and comprehensive manner.  This 

framework allowed for the continued questioning and research to facilitate the healthcare system's 

transformation into a holistic environment of caring (Smith & Parker, 2020).  Ray's framework 

also guided this research project by recognizing the interconnectedness of each aspect of the health 

care system to advocate for the best interests of both the patient and the system as a whole. 

 

Critique of the Literature 

This study utilized peer-reviewed journal articles published within the past five years.  After 

evaluating roughly 60 articles, 10 articles were found to be sufficient to construct a literature matrix 

(Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 2019; Krebs et al., 2018; 

Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 2019; Worley et al., 2017; Zgierska et 

al., 2016).  Each article was inspected using Coughlan et al. (2007) and Ryan et al. (2007) to 

evaluate the article's strengths and weaknesses systematically.  An article's usefulness is 

determined by ensuring that the elements influencing believability and the elements influencing 

the robustness of the research are adequate (Coughlan et al., 2007; Ryan et al., 2007).   This 

critique evaluated each article's writing style, authors, report title, abstract, purpose, research 

problem, logical consistency, literature review, theoretical framework, aims, objectives, research 

question, hypotheses, sample, ethical considerations, operational definitions, methodology, data 

collection, instrument, design, validity, reliability, data analysis, results, discussion, conclusion, 

recommendations, and references.  The purpose of this critique is to determine the quality of the 

articles used in this literature review and to ensure they are adequate to use in practice. 

 

Critique of Quantitative Articles 

Elements Influencing Believability of the Research 

Writing Style.  A research article's writing style should be well-written, concise, and 

grammatically correct (Coughlan et al., 2007).  The researchers avoided the use of jargon and 

presented their research in an organized style that clearly labeled each section.  As a result, there 

was an adequate flow to each article, which promotes unambiguousness in an understandable, 

easy-to-read manner (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 2019; 

Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 2019; Worley et al., 

2017; Zgierska et al., 2016).  Keywords were clearly defined, providing transparency in four 

articles (Häuser et al., 2020; Kang et al., 2019; Morasco et al., 2020; Turner et al., 2019).  The 

other six articles did not include keywords (Carey et al., 2018; Han et al., 2017; Krebs et al., 2018; 

Larochelle et al., 2016; Worley et al., 2017; Zgierska et al., 2016). 

 

Authors.  It is important that the researchers have adequate qualifications and knowledge of the 

research field (Coughlan et al., 2007).  In the articles included in the literature matrix, the number 

of authors ranged from three to nine.  All the article's researchers had sufficient knowledge in 
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medicine, nursing, pharmacology, or psychiatry and earned a title of M.D., PhD, MA, MPH, or 

PharmD (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 2019; Krebs et al., 

2018; Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 2019; Worley et al., 2017; 

Zgierska et al., 2016). 

 

Report Title.  The title of a research article should be clear and unambiguous to help direct 

practitioners and other researchers to the article (Coughlan et al., 2007).  All of the articles 

adequately met these criteria.  Six of the articles provided greater depth and transparency by 

indicating in the title the type of study to be completed (Han et al., 2017; Häuser et al., 2020; Kang 

et al., 2019; Morasco et al., 2020; Turner et al., 2019; Zgierska et al., 2016).  An article's title 

should be between 10 and 15 words to be clear and concise (Coughlan et al., 2007).  Five of the 

articles met this criterion (Carey et al., 2018; Kang et al., 2019; Larochelle et al., 2016; Morasco 

et al., 2020; Worley et al., 2017).  Three of the articles longer than 15 words were also adequate 

and stated the aim, purpose, and type of study being done in the title (Han et al., 2017; Häuser et 

al., 2020; Kang et al., 2019).  The other two article titles were excessively long and wordy (Krebs 

et al., 2018; Turner et al., 2019). 

 

Abstract.  An abstract offers the reader an overview of the purpose, aim, problem, methodology, 

results, and recommendations.  The abstract also outlines the relevance to medical research and 

the clinical relevance of the study while also adequately defining the sample and the significant 

results of the study.  An abstract that contains these elements provides a quick, comprehensive 

summary to inform the reader of the study being conducted without the need to read the entire 

article (Coughlan et al., 2007).  Eight of the articles included these elements in their abstracts 

(Carey et al., 2018; Han et al., 2017; Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; 

Morasco et al., 2020; Worley et al., 2017; Zgierska et al., 2016).  One article included each element 

except for recommendations in its abstract (Häuser et al., 2020).  One article's abstract did not 

contain the findings, sample size, or recommendations (Turner et al., 2019). 

 

Elements Influencing Robustness of the Research 

Purpose/Research.  Having a clearly stated, focused research problem is crucial to an adequate 

study (Coughlan et al., 2007).  The research purpose is clearly stated in the abstract and background 

of each article (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 2019; Krebs 

et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 2019; Worley et al., 2017; 

Zgierska et al., 2016).  Two articles had a broad and overreaching purpose, leading to several 

limitations (Han et al., 2017; Worley et al., 2017).  However, the researchers for all of the articles 

provided adequate support to demonstrate that their studies were significant to the medical, 

nursing, and pharmacology fields (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang 

et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 2019; 

Worley et al., 2017; Zgierska et al., 2016). 

 

Problem.  Identifying an unambiguous research problem is essential in guiding the research and 

filling a particular gap in knowledge (Coughlan et al., 2007).  Each study clearly stated a research 

problem and adequately portrayed a gap in knowledge in a particular area.  Each article also 

outlined how their research problem was crucial to their study and the medical field (Carey et al., 

2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 
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2016; Morasco et al., 2020; Turner et al., 2019; Worley et al., 2017; Zgierska et al., 2016).  Three 

of the studies' problems were overreaching, leading to limitations and a requirement for more 

research (Han et al., 2017; Turner et al., 2019; Worley et al., 2017). 

 

Logical Consistency.  A research study should have a logical consistency with links between 

each section in a sensible manner to provide a sound, coherent article (Coughlan et al., 2007).  

Each of the research articles adequately progressed between the steps of the research process, with 

clear links between each step.  The articles began with the research purpose and significance for 

clinical practice and continued through the literature review, theoretical framework, methods, 

results, discussion, and recommendations (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; 

Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 

2019; Worley et al., 2017; Zgierska et al., 2016). 

 

Literature Review.  A literature review is crucial to a research study to provide a depth of 

knowledge regarding the research problem and question as well as the gap in knowledge that is to 

be studied.  The literature review provides a context to the area being studied and presents previous 

studies that correlate with the strengths and limitations of the study being conducted (Coughlan et 

al., 2007).  The literature review of seven of the articles is logically organized and offers an 

unbiased, critical analysis of previous studies (Carey et al., 2018; Häuser et al., 2020; Kang et al., 

2019; Morasco et al., 2020; Turner et al., 2019; Worley et al., 2017; Zgierska et al., 2016).  Two 

articles are short and do not provide an in-depth review of the literature (Han et al., 2017; Krebs 

et al., 2018).   

The majority of the literature reviews consisted of recent, relevant, primary empirical resources, 

which are peer-reviewed medical journal articles. Sources that are older than 10 years are included 

in the literature review because these sources are crucial due to the lack of research and the fact 

that they are still relevant to current practice (Carey et al., 2018; Han et al., 2017; Häuser et al., 

2020; Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Turner 

et al., 2019; Worley et al., 2017; Zgierska et al., 2016).  Eight of the literature reviews adequately 

provided the current knowledge as well as the gap in knowledge related to the purpose and problem 

of the study (Carey et al., 2018; Häuser et al., 2020; Kang et al., 2019; Larochelle et al., 2016; 

Morasco et al., 2020; Turner et al., 2019; Worley et al., 2017; Zgierska et al., 2016).  Two of the 

articles did not provide an adequate background of knowledge related to their research problem 

and purpose (Han et al., 2017; Krebs et al., 2018). 

 

Theoretical Framework.  A theoretical framework should be identified and defined to give the 

research study clear boundaries and to guide the study (Coughlan et al., 2007).  The theoretical 

framework or conceptual model was included in each article (Carey et al., 2018; Han et al., 2017; 

Häuser et al., 2020; Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 

2020; Turner et al., 2019; Worley et al., 2017; Zgierska et al., 2016).  Three of the articles used 

grounded theory to guide their research (Carey et al., 2018; Han et al., 2017; Morasco et al., 2020).  

Each of the other seven articles used different, clearly defined conceptual models to guide their 

research (Häuser et al., 2020; Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Turner 

et al., 2019; Worley et al., 2017; Zgierska et al., 2016).  The frameworks in each article were 

appropriate to their study (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 

2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 2019; Worley 

et al., 2017; Zgierska et al., 2016). 
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Aims/Objectives/Research Question/Hypotheses.  The aims, objectives, research question, 

and hypothesis should form a clear link and provide adequate direction to the study (Coughlan et 

al., 2007).  The aims, objectives, and research question have been clearly identified in each article 

(Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 2019; Krebs et al., 2018; 

Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 2019; Worley et al., 2017; Zgierska et 

al., 2016).  Three of the articles have a clearly stated hypothesis (Krebs et al., 2018; Morasco et 

al., 2020; Worley et al., 2017).  The other seven articles did not include a hypothesis (Carey et al., 

2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 2019; Larochelle et al., 2016; Turner et 

al., 2019; Zgierska et al., 2016).  This is a predictable representation of a descriptive study, such 

as these studies, where the researcher refers to the purpose of the study or the research problem to 

guide their research (Coughlan et al., 2007).   

 

Sample.  The sample and sample size are crucial factors in a study's ability to represent the 

population being studied (Coughlan et al., 2007).  Each of the articles clearly stated their sample, 

target population, and sample size (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang 

et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 2019; 

Worley et al., 2017; Zgierska et al., 2016).  Three articles included inclusion and exclusion criteria 

for their sample population (Häuser et al., 2020; Larochelle et al., 2016; Turner et al., 2019).  All 

the articles included a target population of adults older than 18 years (Carey et al., 2018; Han et 

al., 2017; Häuser et al., 2020; Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco 

et al., 2020; Turner et al., 2019; Worley et al., 2017; Zgierska et al., 2016).  The sample size was 

adequate in each study, and the sample selection was clearly defined (Carey et al., 2018; Han et 

al., 2017; Häuser et al., 2020; Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco 

et al., 2020; Turner et al., 2019; Worley et al., 2017; Zgierska et al., 2016).  The sample population 

was narrow in three articles, causing limitations in either geographic location or sex distribution 

(Kang et al., 2019; Krebs et al., 2018; Worley et al., 2017). 

 

Ethical Considerations.  Ethical considerations that must be considered in a research study 

include autonomy, non-maleficence, beneficence, and justice to ensure a study is conducted in an 

ethical manner.  Each study should also include an ethical committee or institutional review board 

to determine whether the study is ethical and will give approval for their study (Coughlan et al., 

2007).  The participants were fully informed about the nature of the research, and autonomy and 

confidentiality were ensured in each study (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; 

Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 

2019; Worley et al., 2017; Zgierska et al., 2016).  Ethical permission by either an ethical committee 

or institutional review board was approved in each study.  The participants were protected from 

harm in nine of the studies (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 

2019; Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 2019; Worley et al., 2017; 

Zgierska et al., 2016).  One of the studies provided a potential for harm as the participants in the 

sample were prescribed opioid and non-opioid medications (Krebs et al., 2018). 

 

Operational Definitions.  Any terms, theories, or concepts must be clearly defined to ensure 

the reader has a clear understanding of the study (Coughlan et al., 2007).  All terms, theories, and 

concepts are clearly defined throughout each article (Carey et al., 2018; Han et al., 2017; Häuser 

et al., 2020; Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; 
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Turner et al., 2019; Worley et al., 2017; Zgierska et al., 2016).   

 

Methodology.  The methodology of the research design and the data gathering instrument 

should be clearly labeled and defined in the methods section of an article (Coughlan et al., 2007).  

The research design is clearly defined in each article (Carey et al., 2018; Han et al., 2017; Häuser 

et al., 2020; Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; 

Turner et al., 2019; Worley et al., 2017; Zgierska et al., 2016).  Three articles are quasi-

experimental studies (Krebs et al., 2018; Morasco et al., 2020; Worley et al., 2017).  Seven of the 

articles are non-experimental (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 

2019; Larochelle et al., 2016; Turner et al., 2019; Zgierska et al., 2016). 

 

Data Collection.  The data collection method should be clearly defined and adequate for the 

research study (Coughlan et al., 2007).  Five of the studies' research designs were conducted 

through a review of electronic health records (Carey et al., 2018; Han et al., 2017; Häuser et al., 

2020; Larochelle et al., 2016; Morasco et al., 2020;).  Five studies used an itemized survey 

questionnaire (Kang et al., 2019; Krebs et al., 2018; Turner et al., 2019; Worley et al., 2017; 

Zgierska et al., 2016).  Each article clearly stated and described the data gathering instrument in 

the methods section (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 2019; 

Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 2019; Worley et al., 

2017; Zgierska et al., 2016). 

 

Instrument Design.  The design of a study's instrument should be clearly defined and elicit 

accurate information to adequately achieve the goals of the study (Coughlan et al., 2007).  The 

instrument design is clearly depicted for the reader, and the researchers established that the 

instrument was appropriate to support each studies' aims and objectives by adequately measuring 

the outcomes (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 2019; Krebs et 

al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 2019; Worley et al., 2017; 

Zgierska et al., 2016).  Each study utilized a previously designed instrument and described why 

that instrument was the most appropriate for their study. 

 

Validity and Reliability.  The validity and reliability of an instrument are crucial to the study's 

believability (Coughlan et al., 2007).  For an instrument to be valid, it must measure what it is 

meant to measure, and for an instrument to be reliable, it must consistently and accurately measure 

what it is supposed to measure (Coughlan et al., 2007).  Each article utilized a well-established 

instrument and explained how that instrument met the validity and reliability requirements (Carey 

et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 2019; Krebs et al., 2018; Larochelle 

et al., 2016; Morasco et al., 2020; Turner et al., 2019; Worley et al., 2017; Zgierska et al., 2016).  

Seven of the articles linked their instruments to other studies conducted with similar results or with 

similar areas of interest (Han et al., 2017; Häuser et al., 2020; Kang et al., 2019; Krebs et al., 2018; 

Turner et al., 2019; Worley et al., 2017; Zgierska et al., 2016).  Three articles directly described 

and explained their instrument using relevant research and statistics to show why it was appropriate 

for the study (Carey et al., 2018; Larochelle et al., 2016; Morasco et al., 2020). 

 

Data Analysis and Results.  A research article should clearly include the statistical analysis and 

why the specific tests were chosen and used.  An article should also reveal the results of the tests 

and statistics clearly and concisely (Coughlan et al., 2007).  Each article clearly stated their data 
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analysis and results as well as described why each test was chosen and how it correlated with their 

results and research problem (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 

2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 2019; Worley 

et al., 2017; Zgierska et al., 2016).  Greater than 50% of each article's sample participated in the 

studies.  Each article clearly defined the significance of the findings. 

 

Discussion/Conclusion/Recommendations.  The discussion, conclusion, and 

recommendations should flow logically and relate to the literature review and purpose of the study 

(Coughlan et al., 2007).  Each article's findings were linked back to the literature review, and each 

of the article's strengths and weaknesses, including generalizability, were clearly discussed (Carey 

et al., 2018; Han et al., 2017; Häuser et al., 2020; Kang et al., 2019; Krebs et al., 2018; Larochelle 

et al., 2016; Morasco et al., 2020; Turner et al., 2019; Worley et al., 2017; Zgierska et al., 2016).  

A recommendation for future research was clearly stated in each article.  Three articles have a 

clearly stated hypothesis identified in the discussion section of the articles (Krebs et al., 2018; 

Morasco et al., 2020; Worley et al., 2017).  Of these three articles, two identified their hypothesis 

as supported in their discussion (Morasco et al., 2020; Worley et al., 2017).  One article's 

hypothesis was not supported, which was clearly explained in the discussion section (Krebs et al., 

2018) 

  

References.  An accurate list of any books, journal articles, reports, or other media should be 

included in the reference list.  The reference list should include mostly primary peer-reviewed 

articles published within the past five years of the study's publication date (Coughlan et al., 2007).  

Each article accurately referenced the journals, reports, books, or other media (Carey et al., 2018; 

Han et al., 2017; Häuser et al., 2020; Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; 

Morasco et al., 2020; Turner et al., 2019; Worley et al., 2017; Zgierska et al., 2016).  Six of the 

articles included 50% or greater of their references published within the past five years (Carey et 

al., 2018; Han et al., 2017; Häuser et al., 2020; Larochelle et al., 2016; Turner et al., 2019; Zgierska 

et al., 2016 et al., 2016).  Three articles did not contain any references published longer than 10 

years ago (Carey et al., 2018; Häuser et al., 2020; Larochelle et al., 2016).  One article contains 10 

references published longer than 10 years ago, which is three times the number of other articles 

(Morasco et al., 2020). 

 

Synthesis of the Literature 

A synthesis of the literature was completed to compare the themes in each study.  Common 

themes arising from the literature review included screening tools clinicians can use to assess for 

SUD, prescription drug monitoring programs, information sharing, Nonopioid pain medication 

options, and safety risks for long-term opioid therapy.  Much research has shown the benefits of 

short-term opioid prescription therapy for acute pain events.  However, there is no efficient 

research to conclude that long-term opioid therapy effectively reduces chronic pain.  There is also 

a lack of research regarding the risks of long-term opioid therapy for chronic non-cancer pain and 

its association with SUD.  Research has found that the majority of overdoses occurred through 

prescription opioid medications obtained by a provider (Carey et al., 2018 et al., 2018; Han et al., 

2017; Häuser et al., 2020; Larochelle et al., 2016; Turner et al., 2019; Zgierska et al., 2016).  A 

significant number of providers continued to prescribe long-term opioid therapy even after an 
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overdose (Carey et al., 2018; Larochelle et al., 2016).  This synthesis of the literature demonstrated 

the lack of efficacy of long-term opioid prescription therapy and its potential to cause SUD.   

 

Screening Tools 

   Each patient should be assessed before the initiation of long-term opioid therapy to ensure the 

risk of SUD is low.  Several studies mentioned misuse patterns clinicians can observe and assess 

before beginning opioid therapy (Carey et al., 2018; Larochelle et al., 2016; Morasco et al., 2020).  

These misuse patterns included the utilization of more than one pharmacy or more than one 

provider to obtain opioid prescriptions (Carey et al., 2018; Larochelle et al., 2016).  Risky 

behaviors were another misuse pattern defined in the literature as a potential pattern of misuse 

(Carey et al., 2018; Morasco et al., 2020).  In addition, two studies offered specific screening tools: 

addiction behavior checklists and the National Institute of Drug Abuse drug screening tool to 

assess for the potential of SUD Before prescribing opioid prescription medications (Krebs et al., 

2018; Larochelle et al., 2016). 

 

Prescription Drug Monitoring  

Another important aspect of long-term opioid treatment for chronic non-cancer pain was 

prescription drug monitoring (Carey et al., 2018; Kang et al., 2019; Larochelle et al., 2016).  

Monitoring is often completed by state-run databases known as prescription drug monitoring 

programs.  These programs collect data on all opioids prescribed from pharmacies in their state 

and allow providers to view this information for each patient (Carey et al., 2018; Larochelle et al., 

2016).  A few states even mandate that providers review the data in each patient's database before 

prescribing opioids to the patient (Carey et al., 2018; Larochelle et al., 2016).  These measures 

help to reduce the number of prescriptions a single patient can obtain at any given time.  In 

addition, these programs also allow providers to review the patient's risk for opioid misuse by 

allowing examination of the patient's opioid prescription history (Carey et al., 2018; Larochelle et 

al., 2016).  Prescription drug monitoring can also be accomplished through pharmacy-physician 

collaboration (Carey et al., 2018; Kang et al., 2019).   

 

Information Sharing and Shared Decision Making 

Information sharing leads to improved care and outcomes (Kang et al., 2019; Larochelle et al., 

2016; Turner et al., 2019).  Public awareness of the opioid crisis has led to many policies and 

procedures for prescribing opioid medications for chronic non-cancer pain.  Studies show that even 

with heightened public awareness of the opioid epidemic, many individuals did not understand the 

risks of long-term prescription opioid use (Kang et al., 2019; Turner et al., 2019).  Five of the 

studies discussed the need for the provider to inform the patient of the risks of prescription opioid 

therapy and its potential for SUD before prescribing them (Carey et al., 2018; Häuser et al., 2020; 

Kang et al., 2019; Larochelle et al., 2016; Turner et al., 2019). 

Shared decision-making is also discussed in four studies (Häuser et al., 2020; Kang et al., 2019; 

Larochelle et al., 2016; Turner et al., 2019).  Keeping open communication and a good rapport 

with the patient was crucial in patient-centered care (Kang et al., 2019; Turner et al., 2019).  The 

research found that 63% of adults in the U.S. who have abused prescription opioids received the 

prescription for pain relief from a provider (Han et al., 2017; Larochelle et al., 2016; Turner et al., 
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2019).  Of those with SUD in the U.S., 40% of opioids were acquired through a friend or family 

member with a prescription from a provider (Han et al., 2017; Turner et al., 2019).  These statistics 

showed that physical pain is the most common reason for prescription opioid use and that many 

opioid prescriptions were prescribed in excess of what the patient consumed, creating the potential 

for unused opioids to be abused (Han et al., 2017; Larochelle et al., 2016; Turner et al., 2019).  

 

Non-opioid Pain Medications 

NSAIDs and other non-opioid pain medications and therapies were options that were also 

effective at managing chronic non-cancer pain in many individuals (Han et al., 2017; Häuser et al., 

2020; Krebs et al., 2018; Morasco et al., 2020; Worley et al., 2017; Zgierska et al., 2016).  Six 

studies showed that opioid medications did not demonstrate any advantage in pain management 

over non-opioid treatments (Han et al., 2017; Häuser et al., 2020; Krebs et al., 2018; Morasco et 

al., 2020; Worley et al., 2017; Zgierska et al., 2016).  Three of these studies also suggested that 

non-opioid treatments provided better management of pain severity than opioid medications 

(Häuser et al., 2020; Krebs et al., 2018; Worley et al., 2017).  In fact, two of the studies found that 

long-term opioid therapy had little benefit of pain relief when compared with placebo (Krebs et 

al., 2018; Worley et al., 2017).   

The results of these studies suggested low support for the initiation of long-term opioid 

prescription therapy for chronic non-cancer pain (Häuser et al., 2020; Krebs et al., 2018; Worley 

et al., 2017).  This information is crucial for providers to be aware that non-opioid medications 

and alternative therapies can be more beneficial to patients who suffer from chronic non-cancer 

pain.  The results of these studies showed that higher doses of opioids did not improve pain 

management (Han et al., 2017; Häuser et al., 2020; Krebs et al., 2018; Morasco et al., 2020; Worley 

et al., 2017).  These studies also showed that higher doses of opioids resulted in poorer outcomes 

and higher mortality rates (Han et al., 2017; Häuser et al., 2020; Krebs et al., 2018; Morasco et al., 

2020; Worley et al., 2017).  The same studies showed more medication-related adverse symptoms 

with opioid medications than with non-opioid medications (Han et al., 2017; Häuser et al., 2020; 

Krebs et al., 2018; Morasco et al., 2020; Worley et al., 2017).  Overall, six of these studies 

suggested that long-term opioid therapy for chronic non-cancer pain provided poor pain 

management and higher functional impairment (Han et al., 2017; Häuser et al., 2020; Krebs et al., 

2018; Morasco et al., 2020; Worley et al., 2017; Zgierska et al., 2016).   

 

Safety 

 

Prescription Dose Escalation 

The safety of long-term opioid therapy for chronic non-cancer pain is another theme in this 

synthesis of the literature.  Four studies indicated that a higher dose of opioid prescription therapy 

over a long period might increase pain and pain sensitivity while also increasing the patient's 

tolerance to opioids (Han et al., 2017; Häuser et al., 2020; Krebs et al., 2018; Morasco et al., 2020).  

This information is highly concerning, considering that to achieve long-term pain management, 

the patient would continue to require a higher dose of opioid medications, forming a vicious cycle 

of pain relief, opioid dependence, increased tolerance, and then heightened pain once again.  There 

is a lack of evidence to suggest that a prescription dose increase will provide a beneficial effect to 

the patient; however, providers continue to prescribe higher doses to patients with chronic non-
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cancer pain (Han et al., 2017; Häuser et al., 2020; Krebs et al., 2018; Morasco et al., 2020).  In 

addition, three studies examined the relationship between opioid dose escalations and changes in 

pain severity (Han et al., 2017; Häuser et al., 2020; Morasco et al., 2020).  Each study's results 

were similar, showing little to no association with an increased dose of opioid prescription therapy 

and decreased pain severity (Han et al., 2017; Häuser et al., 2020; Morasco et al., 2020).   

 

Mortality Rate 

Another safety issue with long-term opioid therapy is that it causes a higher mortality rate than 

other individuals of the same age and disease process (Han et al., 2017; Häuser et al., 2020; Krebs 

et al., 2018; Morasco et al., 2020).  Mortality continues to rise among individuals prescribed long-

term opioid therapy as the prescription doses increase (Han et al., 2017; Häuser et al., 2020; Krebs 

et al., 2018; Morasco et al., 2020).  The percent of individuals with mental health conditions also 

increases with long-term opioid prescription therapy (Han et al., 2017; Häuser et al., 2020; 

Morasco et al., 2020).  The most common mental health disorders these patients suffered from 

included depression, anxiety, insomnia, and self-harm behaviors (Morasco et al., 2020; Quinn et 

al., 2017).  It was found that the longer an individual was prescribed long-term opioid therapy, the 

more psychological conditions an individual suffered (Morasco et al., 2020; Quinn et al., 2017).  

Research also found that the risk of SUD and overdose affected those with mental health disorders 

greater than other individuals who did not have a history of mental health disorders (Krebs et al., 

2018; Morasco et al., 2020; Quinn et al., 2017).  This finding supports the need for continued 

mental health evaluation during long-term opioid prescription therapy.   

 

Quality of life 

Finally, there was an evident decline in quality of life for those who were prescribed long-term 

opioids for chronic non-cancer pain.  This decline in quality of life is due to many factors.  One 

factor includes the adverse effects of opioid pain medications such as sleep disturbance, 

hypothalamic-pituitary dysregulation, physical disability, constipation, depression, sedation, and 

addiction (Baldini et al., 2018; Morasco et al., 2020).  These patients also experienced a decline in 

their quality of life due to their chronic pain.  In three of the research studies in this literature 

review, evidence showed that there was little or no correlation with opioid prescription dose 

increases and better pain management and show a lower quality of life for those prescribed higher 

doses for more extended periods of time (Han et al., 2017; Häuser et al., 2020; Morasco et al., 

2020).  These studies also showed that long-term opioid prescriptions provided more risks than 

benefits to individuals with chronic non-cancer pain (Han et al., 2017; Häuser et al., 2020; Morasco 

et al., 2020).   

 

Conclusion 

This synthesis of the literature recommended that providers utilize screening tools and 

prescription drug monitoring programs when prescribing opioid medications to patients (Carey et 

al., 2018; Kang et al., 2019; Larochelle et al., 2016).  If providers are prescribing long-term opioid 

prescriptions to patients with chronic non-cancer pain, it is suggested that providers evaluate 

patients for potential misuse patterns, discuss the risks of long-term opioid prescription therapy, 

counsel patients on the dangers of sharing or selling any unused opioids, and reevaluate each 
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patient before refilling an opioid prescription for chronic non-cancer pain (Carey et al., 2018; 

Häuser et al., 2020; Kang et al., 2019; Larochelle et al., 2016; Turner et al., 2019).  Patients should 

also be informed of long-term opioid prescription therapy risks, including increased mortality, 

decreased functional ability, and physiologic and psychologic dependence (Krebs et al., 2018; Han 

et al., 2017; Häuser et al., 2020; Morasco et al., 2020). 

This synthesis of the literature also found that non-opioid prescriptions are as effective or more 

effective than long-term prescription opioid therapy in managing chronic non-cancer pain (Han et 

al., 2017; Häuser et al., 2020; Krebs et al., 2018; Morasco et al., 2020; Worley et al., 2017; Zgierska 

et al., 2016).  Overall, long-term opioid therapy for chronic non-cancer pain provided poor pain 

management and higher functional impairment in this literature review (Han et al., 2017; Häuser 

et al., 2020; Krebs et al., 2018; Morasco et al., 2020; Worley et al., 2017; Zgierska et al., 2016).  

This literature review also exposed many safety concerns transpiring with long-term prescription 

opioid therapy.  These safety concerns included an increased likelihood of mental health disorders 

with long-term prescription opioid use, higher mortality rates, lower quality of life, increased pain 

sensitivity, and increased tolerance to opioid medications (Han et al., 2017; Häuser et al., 2020; 

Krebs et al., 2018; Morasco et al., 2020).    

 

Gaps in the Literature 

A gap in the literature addresses an area of the research topic that has been understudied or 

unexplored.  These gaps in the literature present areas for future research.  Throughout the 

literature review, several gaps present potential limitations to this research topic.  These gaps 

included data gathering techniques, population, sample size, research methods, and research 

variables.  

 

Data Gathering 

Three studies utilized information from insurance claims to gather their data (Carey et al., 2018; 

Han et al., 2017; Larochelle et al., 2016). However, data gathered using insurance claims is a 

potential limitation because it eliminates the individuals who do not use insurance but instead use 

cash for prescription medications (Carey et al., 2018).  The utilization of insurance claims also 

excludes the most vulnerable populations who are at higher risk of a substance use disorder, such 

as the homeless, who may not have medical insurance (Carey et al., 2018; Han et al., 2017; 

Larochelle et al., 2016).  Finally, insurance claims do not account for individuals who buy 

prescriptions drugs off the street, are given prescription drugs from family members or friends, or 

obtain prescription drugs by other means. 

 

Population 

Another gap in the literature included the population chosen for the studies.  Seven of the studies 

used limited populations, which may not generalize to the entire population (Carey et al., 2018; 

Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Worley et al., 

2017; Zgierska et al., 2016).  Three of the studies included a population of Veterans Affairs patients 

and commercially insured individuals (Carey et al., 2018; Krebs et al., 2018; Larochelle et al., 

2016).  These results exclude any individual on Medicare or uninsured, which may underestimate 

the number of individuals with substance misuse disorder and subsequent overdose.  Two studies 
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were limited in geographic location (Kang et al., 2019; Zgierska et al., 2016).  A study with a 

limited geographic location may not show results that are generalized to the overall population.  

Two studies were limited to patients in the emergency department or inpatient facilities only 

(Larochelle et al., 2016; Worley et al., 2017).  The results of these studies exclude deaths before a 

medical encounter and individuals who do not receive medical care at an emergency department 

or inpatient setting but instead may be treated at an outpatient care facility and those who do not 

seek care.  Five of the studies included a population with a majority of individuals being over the 

age of 50 (Carey et al., 2018; Häuser et al., 2020; Krebs et al., 2018; Morasco et al., 2020; Zgierska 

et al., 2016).  These studies' results may not be accurate for younger individuals.  Five of the studies 

included a White majority population in their sample (Carey et al., 2018; Han et al., 2017; Krebs 

et al., 2018; Morasco et al., 2020; Worley et al., 2017; Zgierska et al., 2016).  These studies may 

not be generalized to minority populations.  Four of the studies did not investigate demographic 

information in their sample population (Häuser et al., 2020; Kang et al., 2019; Larochelle et al., 

2016; Turner et al., 2019).  Demographic data is valuable information to indicate which population 

is represented in the study. 

 

Sample Size 

A third gap in the literature included a small sample size.  Three of the studies included small 

sample sizes as a limitation to their study (Kang et al., 2019; Worley et al., 2017; Zgierska et al., 

2016).  A sample size that is too small may increase the margin of error for the study.  A small 

sample may also not represent the general population adequately.  When a sample is too small, 

randomization for replication of the results may be altered, causing nonreproducible results (Yan 

et al., 2017). 

 

Research Methods 

A fourth gap in the literature involved the research methods used in the studies.  All ten of the 

research studies were quantitative studies (Carey et al., 2018; Han et al., 2017; Häuser et al., 2020; 

Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Morasco et al., 2020; Turner et al., 

2019; Worley et al., 2017; Zgierska et al., 2016).  Quantitative studies are clinically useful in 

providing noncausal relationships between variables.  However, quantitative studies do not 

establish casual relationships between variables.  Qualitative studies provide information 

regarding opinions, feelings, and individual experiences.  This type of information is valuable in 

assessing substance use disorder, overdose, chronic non-cancer pain, and the side effects and 

benefits of long-term opioid use to provide better insight into an individual's motivations for 

misuse. 

 

Research Variables 

Finally, the different research variables presented gaps in the literature.  Four of the studies 

involved patient self-reported outcomes (Han et al., 2017; Krebs et al., 2018; Morasco et al., 2020; 

Zgierska et al., 2016).  Self-reported outcomes have not been validated for individuals with opioid 

misuse (Han et al., 2017; Krebs et al., 2018; Morasco et al., 2020; Zgierska et al., 2016).  Results 

formed from self-reported data form a potential reporting bias favoring opioids.  Another research 

variable included the possibility of the ICD-9-CM codes to misclassify overdose (Häuser et al., 
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2020; Larochelle et al., 2016).  ICD-9-CM codes are generated administratively into a database 

where data was obtained for two studies (Häuser et al., 2020; Larochelle et al., 2016).  

Misclassifications of overdose may have resulted in an underestimation of overdose events and 

all-cause mortality.  A final gap in the literature included studies that were unable to identify 

whether individuals used their medications as prescribed, saved medications for later use, gave 

medications away, or never used them at all (Häuser et al., 2020; Krebs et al., 2018).  This lack of 

information underestimated the number of prescription opioids left unused after a prescription was 

filled. 

 

Implications for Future Research 

Future research should be directed to examine the validity of patient self-reported data regarding 

prescription opioid drug use (Han et al., 2017; Krebs et al., 2018; Morasco et al., 2020; Zgierska 

et al., 2016).  Patient self-reported data can easily be manipulated or include a patient's bias toward 

the information being ascertained.  Several studies utilized patient self-reported data, making it 

necessary to research its validity to support these studies.  It would also be beneficial for future 

studies to evaluate the motivations for opioid misuse (Carey et al., 2018; Han et al., 2017; 

Larochelle et al., 2016; Morasco et al., 2020).  As providers begin to understand the motivations 

to misuse opioids, providers can evaluate patients for specific misuse patterns before prescribing 

opioid medications.  Research on motivations for misuse would also provide valuable data to form 

patient questionnaires and other screening tools providers can use to evaluate patients prescribed 

long-term opioid treatment. 

Another area future studies should research is the physiologic opioid dependence in patients with 

long-term use of prescription opioids (Häuser et al., 2020; Krebs et al., 2018).  Physiologic 

dependence is an essential aspect of opioid dose escalations for pain control.  This type of 

dependence makes it difficult for providers to discontinue the opioid medication due to patient 

withdrawal symptoms and rebound pain events.  Insight into the physiologic dependence of long-

term opioid prescriptions would provide valuable data into methods providers can utilize to reduce 

withdrawal symptoms and rebound pain events.  Future research should also examine pain-related 

outcomes over time (Häuser et al., 2020; Morasco et al., 2020; Worley et al., 2017).  These 

outcomes would help practitioners to form guidelines for best practices in prescribing long-term 

opioid therapy. 

Future research should also examine ways to inform communities of the risks of long-term 

opioid treatment (Turner et al., 2019; Worley et al., 2017).  The short-term risks of opioids have 

been effectively communicated to the community through television commercials, providers, 

social media, and many other forms of communication delivery.  Unfortunately, many individuals 

have not been advised of the risks associated with long-term opioid therapy, such as increased 

mortality rates, lower functional ability, and increased risk of substance misuse, and physiologic 

and psychologic dependence.  Informing the public of these increased risks may help to decrease 

the number of individuals prescribed long-term opioid therapy and allow individuals to make 

informed decisions on their health. 

It would also be beneficial for future studies to examine clinical and collaborative interventions 

that improve the safety of individuals at high risk of substance use disorder (Carey et al., 2018; 

Kang et al., 2019; Krebs et al., 2018; Larochelle et al., 2016; Zgierska et al., 2016).  Additional 

research on prescription drug monitoring programs may be beneficial in improving patient safety 
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and provider awareness of patient misuse patterns.  Further research into other forms of pain 

control, such as alternative therapies, non-opioid pain medications, and development into new 

effective therapies, may enhance patient safety and lower mortality rates for chronic non-cancer 

pain management (Zgierska et al., 2016).  Another area that would improve patient safety that 

researchers should examine is how providers counsel their patients after an overdose (Larochelle 

et al., 2016; Zgierska et al., 2016).  It is unknown whether providers who prescribe opioids after 

an overdose know of the overdose event and whether the provider conducts additional counseling 

after these events occur.  It would also be beneficial to form practice guidelines to know what 

types of counseling are the most effective in reducing opioid overdose to enhance patient safety. 

 

Implications for Practice 

Multidisciplinary Treatment 

This synthesis of the literature provided several implications for practice.  One implication for 

practice involved a combination of treatment modalities that would reduce pain severity (Han et 

al., 2017; Kang et al., 2019; Zgierska et al., 2016).  These modalities included a combination of 

multidisciplinary treatment options for patients with chronic non-cancer pain who require long 

term therapy and included alternative therapies, behavioral therapies, non-opioid pain medications, 

opioid pain medications, psychotherapy, pain management clinics, and physical therapy (Han et 

al., 2017; Häuser et al., 2020; Kang et al., 2019; Larochelle et al., 2016; Turner et al., 2019; Worley 

et al., 2017; Zgierska et al., 2016).    

 

Information Sharing 

Another implication for practice involved reducing opioid misuse in the community through 

providers informing the public of the most recent data regarding the risks of long-term prescription 

opioid therapy for chronic non-cancer pain (Han et al., 2017; Häuser et al., 2020; Larochelle et al., 

2016; Turner et al., 2019; Worley et al., 2017).  Providers should be aware of opioid prescription 

selling, sharing, and diversions and mediate these risks with patient education and counseling by 

informing patients of the risks and keeping open communication to reduce the risk of substance 

use disorder and all-cause mortality (Han et al., 2017; Häuser et al., 2020; Larochelle et al., 2016; 

Morasco et al., 2020; Worley et al., 2017).  Much research suggested widespread availability of 

prescription opioids indicative of prescription under-usage (Han et al., 2017; Häuser et al., 2020; 

Larochelle et al., 2016; Morasco et al., 2020; Worley et al., 2017).  With knowledge of this 

information, providers can better assess the needs of their patients by inspecting and recording 

how many opioids are left in each prescription before refilling the prescription (Han et al., 2017).  

It may also be beneficial to discontinue automatic refills and instead refill opioid prescriptions on 

an as-needed basis (Han et al., 2017).   

 

Prescription Dose Escalation 

A third implication for practice is the low support for the initiation of long-term opioid 

prescription therapy for chronic non-cancer pain (Häuser et al., 2020; Krebs et al., 2018; Worley 

et al., 2017).  Increasing the dose of a prescription opioid for chronic non-cancer pain did not 

improve pain sensitivity or functioning (Han et al., 2017; Häuser et al., 2020; Morasco et al., 2020; 
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Worley et al., 2017).  However, higher doses of opioids resulted in poorer outcomes and higher 

mortality rates (Han et al., 2017; Häuser et al., 2020; Morasco et al., 2020; Worley et al., 2017).  

Providers should attempt to decrease opioid prescribing to reduce the number of unused opioid 

medications available for misuse (Han et al., 2017).   

 

Misuse Patterns 

A final implication for future practice was for providers to monitor for misuse patterns on an 

ongoing basis throughout opioid therapy (Carey et al., 2018; Han et al., 2017; Larochelle et al., 

2016; Morasco et al., 2020).  Two of the studies had implications for practice for optimizing 

prescription drug monitoring programs for more straightforward interpretation and availability to 

providers (Carey et al., 2018; Han et al., 2017).  Prescription drug monitoring programs may have 

the ability to form an interface that operates in conjunction with electronic health records to 

monitor for multiple prescriptions and multiple prescribers and alert providers of potential misuse 

patterns (Carey et al., 2018).   

 

Conclusion 

With many individuals prescribed opioids to relieve chronic pain, it is essential to research the 

efficacy and risks of long-term opioid treatment.  It is also crucial to understand an individual's 

risk factors and which tools are available to providers to screen for opioid abuse and decrease the 

risk of SUD.  This research project conducted a literature review to examine whether long-term 

opioid therapy increases the risk of SUD in individuals with chronic non-cancer pain.  This review 

of literature provided essential, up-to-date knowledge on the risks and benefits of long-term opioid 

prescription therapy for chronic non-cancer pain.  It has also provided valuable screening tools, 

information, and recommendations on prescription drug monitoring programs, and patterns for 

misuse that providers can evaluate before prescribing opioid therapy.  It has been well known that 

opioid pain medications are effective when treating acute pain events.  However, one essential 

result found from this research included non-opioid medications as effective or more effective than 

long-term opioid therapy at treating chronic non-cancer pain.  Another result of this research found 

additional safety concerns for long-term prescription opioids, such as increased mortality rates, 

lower functional ability, decreased quality of life, and increased pain sensitivity and tolerance to 

opioid medications.  A final result of this research included the importance of information sharing 

and shared decision-making between the provider and the patient.   

Throughout the literature review, several gaps present potential limitations to this research topic.  

These gaps included data gathering techniques, population, sample size, research methods, and 

research variables.  Future research should be directed to examine the validity of patient self-

reported data regarding prescription opioid drug use, motivations for opioid misuse, and pain-

related outcomes over time.  Future studies would also benefit from researching physiologic opioid 

dependence in patients with long-term use of prescription opioids.  Future research should also 

examine ways to inform communities of the risks of long-term opioid treatment along with the 

clinical and collaborative interventions that improve the safety of individuals at high risk of 

substance use disorder and how and when providers counsel patients after an overdose.  Finally, 

future research should include other forms of pain control, such as alternative therapies, non-opioid 

pain medications, and the development of new effective therapies that may enhance patient safety 

and lower mortality rates for chronic non-cancer pain management. 
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This research provided several implications for practice.  Implications for practice included low 

support for the initiation of long-term opioid prescription therapy for chronic non-cancer pain.  

Another implication for practice involved a combination of treatment modalities which be more 

beneficial in reducing pain severity.  This research also had implications for optimizing 

prescription drug monitoring programs for easier interpretation and availability to providers.  

Another implication for practice involved reducing opioid misuse in the community through 

providers informing the public of the most up-to-date data regarding long-term prescription opioid 

therapy risks for chronic non-cancer pain.  A final implication for future practice was for providers 

to monitor for misuse patterns on an ongoing basis throughout opioid therapy. 
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Abstract— Background: Soldiers' physical rehabilitation and 

long term health status has been hindered due to limited investment 

in and access to rehabilitation services. Home-based rehabilitation 

programmes could offer a potentially feasible alternative to facilitate 

long-term recovery. Objectives: To explore Sri Lankan soldiers' 

perceptions of barriers and facilitators to a home-based physical 

rehabilitation programme.Methods and Materials: We conducted 

qualitative semi-structured interviews with community re-integrated 

army veterans who had undergone unilateral lower limb amputation 

following war related trauma. Veterans were identified from five 

districts of Sri Lanka, based on a priori knowledge of veteran 

community settlements (Disabled Category Registry) obtained from 

Directorate of Rehabilitation, MoD, Sri Lanka. Individuals were 

stratified for purposive selection. The interview guide was 

developed from existing methods and adapted for context. Verbatim 

transcripts of interviews were analyzed for emerging themes using 

an inductive approach. Following consent, participants met the 

researcher (AW- a trained physiotherapist fluent in Sinhalese). 

Results: Twenty-five Interviews were conducted, totaling 7.2 hours 

of new data (Mean±SD: 0.28±0.11). All participants were male, 

aged 30-55 years (Mean±SD: 46.1±7.4), and had experienced 

traumatic amputation as a result of conflict. Twenty-four sub themes 

were identified. Inadequate space for exercises, absence of 

equipment and assistance to conduct the exercises at home, 

alongside absence of community healthcare services were all 

barriers. Burden of comorbidities, including chronic pain and 

disability level, were also barriers. Social support systems, including 

soldier societies, family, and kinship with other amputees, were seen 

as facilitators to an at-home programme.  Motivation for 

independence was a strong indicator of engagement. Conclusion: 

Environment, chronic pain, and absence of well-established 

community health services were key barriers. Family and soldier 

support was a facilitator. Engagement with community healthcare 

providers (physiotherapist and primary care physicians) will be 

essential to the success of an at-home rehabilitation program. 

 

Keywords— physical rehabilitation, home-based, soldiers, 

disability, lower-limb amputation, qualitative. 
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