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    Abstract—    In the past half-century, researchers started paying 

attention to enhancing the performance of urban spaces. Their idea of 

performance comprised urban climate performance, space synthesis, 

economic performance, and enhancing the quality of life in space. 

However, they all agreed that the key to achieving any of the 

previously mentioned development projects is good governance. 

Having good governance allows citizens to participate freely in the 

urbanization or development projects within cities. Consequently, 

using the city resources and assets as efficiently as possible, and 

ensures the fulfillment of the users’ needs and requests.  

This paper aims to propose an effective participation framework to 

help citizens have their voices heard and participate in the decisions 

that will affect their living situation. The framework allows 

governments to use their public resources to their best. However, 

This study focuses on public participation in third world countries 

with unitary decentralized governance systems such as Egypt. It 

summarizes the challenges facing the participation practices, 

identifies the keys to a successful participation process, and draws on 

dominant effective participation practice lying on the relationship 

between the levels of participation, stakeholders participating, the 

urban development stages, the city-systems, and participation 

process. These components are integrated to create a real-world 

effective participation Framework. The results of the analysis were 

incredible and produced a functional and progressive approach for 

effective public participation to introduce to the governments. The 

model itself is combined with additional principles allowing the best 

practice to the process. The framework is finally compared with a 

real case of urban development. 

 

 

Keywords—Public participation, Good Governance, Urban 

development, city systems .  
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     Abstract -- Zinc gallogermanate (ZGGO) is a persistent phosphor 

that can emit in the near infrared (NIR) range once dopped with Cr3+ 

enabling its use for in-vivo deep-tissue bio-imaging. Such a property 

also allows for its application in cancer diagnosis and therapy. Given 

this, work into developing a synthetic procedure that can be done 

using common laboratory instruments and equipment as well as 

understanding ZGGO overall, is in demand. However, the ZGGO 

nanoparticles must have a size compatible for cell intake to occur 

while still maintaining sufficient photoluminescence. The 

nanoparticle must also be made biocompatible by functionalizing the 

surface for hydrophilic solubility and for high particle uniformity in 

the final product. Additionally, most research is completed on doped 

ZGGO, leaving a gap in understanding the base form of ZGGO. It 

also leaves a gap in understanding how doping affects the synthesis 

of ZGGO. In this work, the first step of optimizing the particle size 

via the crystalline size of ZGGO was done with undoped ZGGO 

using the organic acid, oleic acid (OA) for organic ligand-assisted 

biphasic hydrothermal synthesis. The effects of this synthesis 

procedure on ZGGO’s crystallinity were evaluated using Powder X-

Ray Diffraction (PXRD). OA was selected as the capping ligand as 

experiments have shown it beneficial in synthesizing sub-10 nm zinc 

gallate (ZGO) nanoparticles as well as palladium nanocrystals and 

magnetite (Fe3O4) nanoparticles. Later it is possible to substitute OA 

with a different ligand allowing for hydrophilic solubility. Attenuated 

Total Reflection Fourier-Transform Infrared (ATR-FTIR) was used 

to investigate the surface of the nanoparticle to investigate and verify 

that OA had capped the nanoparticle. PXRD results showed that 

using this procedure led to improved crystallinity, comparable to the 

high-purity reagents used on the ZGGO nanoparticles. There was also 

a change in the crystalline size of the ZGGO nanoparticles. ATR-

FTIR showed that once capped ZGGO cannot be annealed as doing 

so will affect the OA. These results point to this new procedure 

positively affecting the crystallinity of ZGGO nanoparticles. There 

are also repeatable implying the procedure is a reliable source of 

highly crystalline ZGGO nanoparticles. With this completed, the next 

step will be working on substituting the OA with a hydrophilic 

ligand. As these ligands effect the solubility of the nanoparticle as 

well as the pH that the nanoparticles can dissolve in, further research 

is needed to verify which ligand is best suited for preparing ZGGO 

for bio-imaging.  

 

 

Keywords— biphasic hydrothermal synthesis, crystallinity, oleic 

acid, zinc gallogermanate 
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Abstract—Currently, in the field of object posture estimation, 

there is research on estimating the position and angle of an object by 

storing a 3D model of the object to be estimated in advance in a 

computer and matching it with the model. However, in this research, 

we have succeeded in creating a module that is much simpler, smaller 

in scale, and faster in operation. Our 6D pose estimation model 

consists of two different networks – a classification network and a 

regression network. From a single RGB image, the trained model 

estimates the class of the object in the image, the coordinates of the 

object, and its rotation angle in 3D space. In addition, we compared the 

estimation accuracy of each camera position, i.e., the angle from which 

the object was captured. The highest accuracy was recorded when the 

camera position was 75°, the accuracy of the classification was about 

87.3%, and that of regression was about 98.9%. 

 

Keywords—AlexNet, Deep learning, image recognition, 6D 

posture estimation. 

I. INTRODUCTION 

HE 6D posture estimation of objects is a very important 

technology in the field of robotics, automatic driving and 

nursing care robots. The 6D posture estimation of an object is a 

technique to estimate the position of the object to be estimated, 

i.e., the coordinates in the x, y, and z axes, and the direction of 

the object to be estimated, i.e., the rotation angle around the x, y, 

and z axes, when a point in the image is set as the origin. If this 

estimation becomes possible, robots will be able to estimate 

more than humans, and will be able to predict the next 

moment's situation from the direction of other vehicles or 

pedestrians in an automatic driving situation [1], [2] or to grasp 

an object accurately even with a thin arm [3]. Moreover, it also 

has tremendous applications in augmented reality [4]. 

The 6D pose estimation is easier for objects with texture. 

However, the estimation of untextured objects poses a 

challenging task [5]. Various methods have been proposed for 

estimating the posture of an object by matching it with a 3D 

model stored beforehand in a computer, but the latest methods 

are all computationally very expensive, and take a long time to 

estimate the posture [6]. Brachmann et al. have demonstrated 

the feasibility of 6D pose estimation from a single RGB image 

[7]. This has motivated us to experiment 6D pose estimation 

from single RGB images, because of lower computational load 

and faster response.  

Since AlexNet [8] won the ILSVRC (International Large 
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Scale Visual Recognition Challenge) in 2012 by a large margin 

over the accuracy of the second-ranked networks, which 

contained manually tuned parameters, the use of CNNs has 

become common in image recognition. Currently, CNNs are 

used for various image recognition applications including 

camera images [9]-[11], and various networks have been 

proposed as the successor of AlexNet. The accuracy of CNNs is 

constantly improving. Hence, this study uses AlexNet to 

estimate the posture of 3D objects. Its greatest advantage is that 

it requires relatively less computational resources and runs 

faster than other existing models. 

The contribution of our 6D model is in the area of 

autonomous or self-driving land vehicles. In the autonomous 

driving technology, the positioning of the visual camera is 

extremely important to gather the most relevant information for 

driving. As demonstrated by our deep learning model, if the 

front camera is placed at an angle of 75° with respect to the 

vehicle plane, the classification as well as pose estimation 

accuracy of objects in front of the driving vehicle is optimal. 

This paper is organized as follows: Section II introduces 

related studies on 6D pose estimation, Section III describes our 

deep learning network model. Section IV explains the creation 

of dataset and the experimental setup, while Section V 

discusses the experimental results. The paper closes with a brief 

conclusion, indicating points for further research. 

II. RELATED WORKS 

There are many studies on 6D pose recognition of objects 

found in literature. For example, PoseCNN and DeepIM are 

two of the recent methods. Fundamental to PoseCNN model is 

a CNN model which estimates the 3D co-ordinates of an object. 

The 3D rotation of the object is estimated by means of 

regression [12], [13]. DeepIM [14] is a model that estimates the 

pose of an object by storing a 3D model of the object in the 

computer in advance, rendering images of the object viewed 

from various angles, and repeatedly matching these images 

with the pose of the detected object in the observed images. In 

addition to these, there is research on posture estimation using 

template matching which considers images and their gradients 

to detect objects, making them suitable for detecting untextured 

objects. They can directly provide a coarse estimation of the 

object pose which is especially important for robots interacting 

with their environment [15]-[18]. 

Other methods include posture estimation by detecting 

feature points of objects using deep neural networks and linking 

them to the PnP problem [19]. In addition, there is research that 

uses RGB-D images for pose estimation [7], [20], [21]. One 

method often used is to estimate the reference pose of an object 

6D Posture Estimation of Road Vehicles from Color 

Images  
Yoshimoto Kurihara, Tad Gonsalves 
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from a color image, and then repeat the process of position and 

pose estimation by selecting the nearest neighbor points in each 

point cloud, using ICP and other methods [22]. 

III. NETWORK MODEL 

The network constructed in this study is shown in Fig. 1. The 

network simultaneously learns two models: a model for 

classifying objects, whose output is the type of object 

(hereinafter referred to as the classification model), and a 

model for pose estimation, whose output is the coordinates in 

the x, y, and z axes and the rotation angle around the x, y, and z 

axes (hereinafter referred to as the regression model). 

Specifically, the camera images described in Section 4 A are 

input to the two models, and the necessary parts are extracted 

from the text file described in Section 4 A and correspond to the 

output of each model in the network. Both the classification 

model and the regression model are based on AlexNet. The loss 

function is NLL Loss for the classification model, and RMSE 

Loss for the regression model.  

For simplicity, we use up to nine objects for detection, but it 

is possible to estimate the pose of many objects by increasing 

the number of output nodes. 
 

 

Fig. 1 Network model for 6D pose estimation 

IV. ML EXPERIMENT 

A. Creation of Dataset 

The dataset was created using the game development 

platform Unity. Three types of objects (white vehicle, truck, 

and tank truck) are placed at random positions on the road at the 

bottom of Fig. 2, and the camera is fixed at a point on the arc in 

the figure. The image which the camera shot was output to an 

external file. At the same time, the name of the object, the 

relative coordinates of the object with the center of the arc in 

Fig. 2 as the origin (hereinafter referred to as the coordinates of 

the object), and the rotation angles around the x-, y-, and z-axes 

(hereinafter referred to as the posture of the object) were output 

to a text file. Using this text file and the camera images as a set 

of data, 30,000 data records were created for each of the camera 

positions of 0°, 15°, 30°, 45°, 60°, 75°, and 90°. Here, "when 

the camera position is x°" means "when the angle between the 

direction of the camera's line of sight and the horizon is x°", and 

the same expression is used hereafter. 

Figs. 3-5 are examples of input images. Since it is difficult to 

understand the disparity for each camera position with these 

images alone, Figs. 6-8 are images taken by fixing the position 

of the object and moving only the camera position. 
 

 

Fig. 2 Data set creation setting 

 

 

Fig. 3 Input image (camera position: 0°) 

 

 

Fig. 4 Input image (camera position: 75°) 

 

 

Fig. 5 Input image (camera position: 90°) 
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Fig. 6 Image visibility (camera position: 0°) 

 

 

Fig. 7 Image visibility (camera position: 75°) 

 

 

Fig. 8 Image visibility (camera position: 90°) 

B. Experimental Setup 

The batch size was 256, the number of epochs was 20, and 

the learning coefficients were 1.0×10-7 for classification, 

1.0×10-4 for regression, and 5.0×10-4 for weight decay. We 

chose this value for the learning coefficient because the 

learning converges very quickly when the learning coefficient 

is large, and the weights tend to fall into local optima when the 

learning coefficient is smaller than this value. 

The experimental environment used in this study is shown in 

Table I. 
 

TABLE I 

EXPERIMENTAL ENVIRONMENT IN THIS STUDY 

CPU 
AMD® Ryzen threadripper 2990wx 32-core 

processor × 64 

GPU NVIDIA GeForce GTX 1080 Ti/PCIe/SSE2 

Main memory 62.8 GB 

Programming language Python3.6 

Framework pytorch 

V. RESULTS 

For reasons of space, only results that are considered 

important are described below. Figs. 9-11 show the graphs of 

the change in accuracy per epoch for the classifications at 0°, 

75°, and 90°, respectively, and Figs. 12-14 show the change in 

loss per epoch for the classifications, respectively, Figs. 15-17 

show the change of loss per epoch in regression, respectively. 
 

 

Fig. 9 Changes in accuracy for each epoch in the classification (camera 

position: 0°) 
 

 

Fig. 10 Changes in accuracy for each epoch in the classification 

(camera position: 75°) 
 

 

Fig. 11 Changes in accuracy for each epoch in the classification 

(camera position: 90°) 
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Fig. 12 Changes in loss per epoch in classifications (camera position: 

0°) 

 

 

Fig. 13 Changes in loss per epoch in classifications (camera position: 

75°) 

 

 

Fig.14 Changes in loss per epoch in classifications (camera position: 

90°) 

 

Figs. 18-20 summarize the best result for each angle. Fig. 18 

is a graph of the highest accuracy of accuracy for class 

classification, Fig. 19 is a graph of the highest accuracy of loss 

for class classification, and Fig. 20 is a graph of the highest 

accuracy of loss for each epoch for regression. 
 

 

Fig. 15 Change in loss per epoch in regression (camera position: 0°) 

 

 

Fig. 16 Change in loss per epoch in regression (camera position: 75°) 

 

 

Fig. 17 Change in loss per epoch in regression (camera position: 90°) 

 

The highest accuracy was recorded when the camera position 

was 75°, the accuracy of the classification was about 87.3%, the 

loss of the classification was about 0.392, and the loss of the 

regression was about 98.9. 

VI. CONCLUSION 

For the dataset used in this study, the highest accuracy is 

obtained when the camera is positioned at 75° resulting in an 

accuracy of 87.3% for classification and about 98.9% for 
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regression.  
 

 

Fig. 18 Comparison of the accuracy of classifications for each angle 

 

 

Fig. 19 Comparison of the loss of classifications for each angle 

 

 

Fig. 20 Comparison of the loss of regression for each angle 

 

In this study, we adopted AlexNet because of its simplicity in 

implementation; accuracy concerns were secondary in this 

preliminary study. In the future, we would like to improve the 

accuracy by adopting relatively new networks such as ResNet. 

Further, we used the Unity automobile asset to create a dataset 

necessary for training automated driving-related technologies, 

but we believe the same results can be obtained by using other 

assets. For example, when we apply the network to the research 

of garbage sorting robots, we can obtain the same results by 

using the assets of plastic bottles and cans. 
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Abstract— Autonomous cars provide many benefits for humanity, 

such as reduction of deaths and injuries in road accidents, reduction of 

air pollution, increasing the quality of car control. For this purpose, 

some cameras or sensors are placed on the car, and an efficient control 

system must be setup, this system allows to receive images from 

different cameras and/or sensors in real time especially those 

representing traffic signs and process them to allows high autonomous 

control and driving of the car. Among the most promising algorithms 

used in this field are convolutional neural networks (CNN). The 

present study has proposed a CNN model composed of many 

convolutional layers, maxpooling layers, and full connected layers. As 

programming tools, this study has used python, Tensorflow and Keras 

which are currently the most used in the field. 

 

Keywords— machine learning, deep learning, traffic signs 

recognition, Convolutional Neural Networks, autonomous driving, 

self-driving cars.  
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Abstract—This paper proposes a modified optimum bandstop 

filter with ultra-wideband stopband. The filter consists of three 

shunt open-circuited stubs and two non-redundant unit elements. 

The proposed bandstop filter is designed with unequal electrical 

lengths of the open-circuited stubs at the mid-stopband. Therefore, 

the filter can exhibit a quasi-elliptic function response that 

improves the selectivity and enhances the rejection bandwidth. 

The filter is designed to exhibit a fractional bandwidth of about 

114% at a mid-stopband frequency of 3.0 GHz. The filter is 

successfully realized in theory, simulated, fabricated and 

measured. An excellent agreement is obtained between calculated, 

simulated and measured. The fabricated filter has a compact size 

with a low insertion loss in the passbands, high selectivity and good 

attenuation level inside the desired stopband.  

Keywords—Microstrip filter; lowpass filter; UWB filter, 

transmission line filter;  

I.  INTRODUCTION 

Bandstop filters with steep skirt, high attenuation and 
wideband stopband characteristics are always in demand for 
blocking undesired signals or to suppress the unwanted spurious 
harmonics. Recently, various structures of bandstop filters have 
been proposed to achieve these objectives [1]-[10]. In [1]-[2], a 
cross-coupling between two nonadjacent transmission lines is 
introduced, using pair of symmetrical parallel coupled-lines and 
a capacitive load, to enhance the stopband performance by 
generating new transmission zeros inside the stopband leading 
to elliptic/quasi-elliptic response. However, a tight input/output 
coupling is required to achieve a wide-stopband and the 
attenuation across the stopband is limited. A further 
performance enhancement can be achieved by replacing the 
symmetrical parallel coupled-lines with a stepped-impedance 
coupled line which generates additional transmission zeros [3]. 
Bandstop filters with elliptic/quasi-elliptic response can also be 
built by using hybrid microstrip/ coplanar waveguide (CPW)- 
defected ground structure (DGS) with via-hole connection [4] or 
using tap coupled open-loop resonators [5] for a limited 
stopband with FBW of less than 35%. Moreover, stub-enclosed 
stepped-impedance resonator (SE-SIR) [6] or defected 
microstrip structure (DMS) [7] can be implemented to obtain 
dual or triple stopband responses but with limited FBWs. A 
common filter design for wideband realization is based on a 
standard conventional filters with quarter-wavelength shunt 
open-circuited stubs separated by quarter-wavelength 
connecting lines (unit elements) [8]. The unit elements of 

conventional filter are redundant and therefore, their filtering 
properties are not implemented. In order to enhance the 
performance of the conventional bandstop filter, the unit 
elements can be designed as non-redundant element as an 
optimum filter [9]. Both conventional and optimum bandstop 
filters using quarter-wavelength open-circuited stubs exhibit 
only one transmission zero at the mid-stopband. This is because 
all of their circuit elements have the same electrical length which 
is a quarter-wavelength at the mid-stopband frequency. 
Therefore, these types of filters require more elements in order 
to enhance their performances. Alternatively, a cross coupling is 
introduced by adding a quarter wavelength parallel-coupled line 
section that coupled the input and output of the optimum 
bandstop filter to provide a quasi-elliptic function response [10]. 
As a result, the filter shows two additional transmission zeros 
inside the stopband that enhance the selectivity and increase the 
30-dB bandwidth of the stopband by more than 32% over the 
optimum bandstop filter.  

In this paper, we propose a new design of a bandstop filter 
with an ultra-wide stopband. The proposed bandstop filter is 
designed to have three shunt open-circuited stubs separated by 
non-redundant unit elements as demonstrated in Figure 1. The 
proposed filter is designed to have unequal electrical lengths of 
the open-circuited stubs. Therefore, the filter can exhibit a ripple 
stopband which effectively improves the filter selectivity and 
enhances the rejection bandwidth. The filter is realized on Roger 

 

Fig. 1. Configuration of the proposed microstrip bandstop filter with ultra-

wide stopband. 
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RT5880 microstrip substrate with a relative dielectric constant 
of (2.2) and with a thickness of (0.254 mm). The theoretical 
analysis, simulation, and experiment results are demonstrated. 

. 

II. DESIGN AND ANALYSIS 

     Figure 1 illustrates the microstrip structure of the proposed 

filter. The filter design is based on a general circuit model for 

an optimum bandstop filter with two non-redundant unit 

elements and three shunt open-circuited stubs as displayed in 

Figure 2 [11]. The open-circuited stubs have characteristic 

impedances of 1Z , 2Z and 3Z with 31 ZZ = . The connecting 

lines have characteristic impedances 12Z and 23Z , where 12Z

= 23Z . The electrical lengths of the shunt open-circuited stubs 

are represented by 1θ , 2θ and 3θ . The electrical length of the 

unit element is denoted by cθ  and the terminal impedance is 

denoted by oZ .  

The general transfer function of the optimum bandstop filter 

with n  open-circuited stubs and 1-n   connecting lines can be 

written as follows [11]: 
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where of  and FBW  are the mid-stopband frequency and the 

fractional bandwidth respectively, and can be defined by: 
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1f and 2f are the stopband lower and upper cut-off 

frequencies, respectively. The element values for the optimum 

bandstop filter, with 1θ = 2θ = 3θ = cθ = 4lλ , are available in [11] 

for very wide range of fractional bandwidths. The standard 

optimum bandstop filter is designed to exhibit an ultra-wide 

stopband with a FBW of about 150% at a mid-stopband 

frequency of 3.0 GHz. The characteristic impedances of the unit 

elements and the open-circuited stubs of the circuit model, 

 

Fig. 2. Circuit model for proposed UWB bandstop filter.  
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Fig. 3. Calculated insertion loss of 2Z ( 2θ = 4/λ at of ) and  1Z & 3Z  

( 1θ = 3θ = 4/λ at 2/of ) shunt connected to a 50 Ohm line . 
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Fig. 4. A comparison between the standard optimum filter for 1Z = 3Z =

Ω15.24 , 2Z = Ω16.13 , 12Z = 23Z = Ω160  and  1θ = 2θ = 3θ = cθ =

4lλ at GHz0.3  with the proposed filter for Ω7.513Z1Z == ,

Ω28.122Z = , Ω9.16223Z12Z == , 1θ = 3θ = 4lλ at GHz5.1 , and 2θ =

cθ = 4lλ at GHz0.3 .  
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displayed in Figure 2 with 1θ = 2θ = 3θ = cθ = 4lλ at a mid-

stopband frequency of 3.0 GHz, are calculated and found to be 

as follows: 1Z = 3Z = Ω15.24 , 2Z = Ω16.13  and 12Z = 23Z =

Ω160 . In order to increase the selectivity of the optimum 

bandstop filter, transmission zeros inside the stopband can be 

introduced which increase the bandwidth and also sharpen the 

filter selectivity. This can be achieved by changing the 

electrical lengths of the first and last open-circuited stubs to be 

4lλ at 2/of  as shown in Figure 3. As can be noticed in Figure 

3, the second stub contributes a single transmission zero at the 

mid-stopband frequency ( of ) while the first and last stubs ( 1Z

& 3Z ) contribute two transmission zeros at ( 2/of  ) and (

2/3 of ).  A comparison between the computed s-parameters 

response for the standard optimum bandstop filter and the 

proposed filter is demonstrated in Figure 4. As can be noticed 

in Figure 4, both filters have identical performance inside the 

two passbands but different performance inside the stopband. 

Since all the open-circuited stubs are a quarter-wavelength at 

0.3=of  GHz, the standard optimum bandstop filter only 

shows a single transmission zero at 3.0GHz ( of ). However, the 

proposed filter exhibits additional transmission zeros inside the 

desired stopband at 1.5 GHz ( 2/of  ) and at 4.5 GHz ( 2/3 of

).  Since the open-circuited stubs of the proposed filter resonates 

at three different frequencies ( 2/of , of , 2/3 of ), the proposed 

filter shows elliptic function response with ripples in both 

stopband and passband. Thus, the selectivity of the proposed 

filter is effectively enhanced and the 40-dB rejection bandwidth 

is extended by more than 36% compared to the optimum filter 

with the same number of stubs.  

III. IMPLEMENTATION EXPERIMENT 

The design of the proposed bandstop filter is realized on a 

Roger RT5880 substrate with a thickness of 0.254 mm and a 

relative dielectric constant of 2.2. The microstrip layout with 

the physical lengths of the filter design is depicted Figure 5. The 

first and third open-circuited stubs and the unit elements are 

folded to shrink the size of the layout. The microstrip layout of 

the filter design is simulated using commercially available tool 

[12]. Figure 6 displays the calculated and the full-wave EM 

simulated insertion and return losses of the proposed filter, 

where excellent agreement is attained. Using print-circuit-board 

(PCB) technology, the microstrip filter layout is fabricated. The 

fabricated filter which is photographed in Figure 7, including 

5.0 mm feed line at the input and the output, occupies a small 

size of 19.4 mm by 18.9 mm. The fabricated prototype is 

measured where the measurement performance is compared to 

the simulated result as shown in Figure 8. Excellent agreement 

is obtain where both simulated and measured results show three 

transmission zeros at the wanted stopband.  The filter prototype 

shows an ultra-wide stopband with a 40-dB fractional 

bandwidth of approximately 114% at a mid-band frequency of 

3.0 GHz with a very high selectivity. The measured insertion 

loss is found to be 0.5 dB at the mid-band frequency of the first 

passband and less than 1.3 dB at the mid-band frequencies of 

the upper passband. 
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Fig. 5. Microstrip layout of the ultra-wideband bandstop filter. (Unit: 

mm). 
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Fig. 6. A comparison between the calculated and full-wave EM simulated 

magnitude responses. 

 

 

Fig. 7. A photograph of the prototype filter. 
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IV. CONCLUSION 

A bandstop filter with an ultra-wide stopband has been 
proposed and presented in this paper. The proposed bandstop 
filter comprises of two non-redundant unit elements and three 
shunt open-circuited stubs. The proposed bandstop filter has 
been successfully realized in theory, simulated, fabricated and 
measured. It has been shown that the proposed filter can exhibit 
a ripple stopband which effectively improves the filter 
selectivity and enhances the rejection bandwidth. It has been 
verified that the proposed technique not only enhances the filter 
selectivity, but it also widens the 40-dB bandwidth by more than 
36% over that of the optimum design. The fabricated filter has 
the advantages of low insertion loss, small size and ultra-wide 
rejection band. 
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Abstract—Run-of-river (RoR) hydropower projects represent a 

viable, clean, and cost-effective alternative to dam-based plants and 

provide decentralized power production. However, RoR schemes’ 

cost-effectiveness depends on the proper selection of site and design 

flow, which is a challenging task because it requires multivariate 

analysis. In this respect, this study presents the development of an 

investment decision support tool for assessing the optimal size of an 

RoR scheme considering the technical, environmental, and cost 

constraints. The net present value (NPV) from a project perspective is 

used as an objective function for supporting the investment decision. 

The tool has been tested by applying it to an actual RoR project 

recently proposed in Colombia. The obtained results show that the 

optimum point in financial terms does not match the flow that 

maximizes energy generation from exploiting the river's available 

flow. For the case study, the flow that maximizes energy corresponds 

to a value of 5.1 m3/s. In comparison, an amount of 2.1 m3/s maximizes 

the investors NPV. Finally, a sensitivity analysis is performed to 

determine the NPV as a function of the debt rate changes and the 

electricity prices and the CapEx. Even for the worst-case scenario, the 

optimal size represents a positive business case with an NPV of 2.2 

USD million and an internal rate of return (IRR) 1.5 times higher than 

the discount rate.  

 

Keywords—Small hydropower, renewable energy, RoR schemes, 

optimal sizing, financial analysis.  

I. INTRODUCTION 

N the last decades, awareness about the need for the 

responsible use of fossil reserves and increasing penetration 

of renewable energy sources has favored the development of 

hybrid energy systems, mainly based on renewable energy 

sources. In developing countries, the exploitation of renewable 

sources represents an excellent opportunity for increasing the 

number of people having access to electricity with an adequate 

degree of availability and reliability [1]. Hydropower is one of 

the most used renewable sources of electricity, accounting for 

more than 16% of the world’s net electricity production and 

more than 71% of net global renewable electricity production. 

As compared to other renewable energy sources, hydropower is 

reliable, economical, highly efficient, has a low maintenance 

cost, and has a large storage capacity [2], [3]. Notwithstanding, 

dam-based plant construction and operation are costly, can 

damage and disrupt the upstream and downstream ecosystem, 

and have catastrophic effects on downriver settlements and 

infrastructure [4]. Thereof, legislation in many countries, 
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prohibits further construction of such plants [5].  

Considering the current environmental and economic 

restrictions mentioned above, it is of prime importance to find 

a way that hydropower, as an electricity source, can be carried 

out through more reliable, more cost-effective, and safer 

engineering and financial mechanisms. Small hydropower 

projects (SHP) can serve this purpose. These are viable, clean, 

and cost-effective alternatives to dam-based plants and provide 

decentralized power production. Their relatively low operation 

and maintenance cost, long life spans, and negligible 

socioeconomic impacts are highly desirable and have propelled 

SHP to the center stage of the energy debate [6]. Nevertheless, 

an investment in an SHP entails a certain number of expenses, 

extended over the life of the project, and procures some 

revenues also distributed over the same period. The costs 

include a fixed component -the capital cost, insurance, taxes 

other than the income taxes, etc.- and a variable part -operation 

and maintenance expenses.  

In pursuing widespread renewable energy sources in the 

increasing energy infrastructure, it is essential to address the 

optimal sizing of an SHP quantitatively. Thus, it is crucial to 

develop an investment decision support tool that quickly 

verifies the hydroelectric potential, performing a rapid 

optimization based on the technical parameters and financial 

values. In that context, this study analyzes which technical, 

environmental, and financial aspects need to be considered and 

how can they be integrated into an investment decision tool that 

optimizes the design of SHP to maximize investors NPV. 

II. LITERATURE REVIEW 

The basic principle of hydropower generation is impulse-

momentum. Water potential is converted into mechanical 

energy by rotating the turbine, and mechanical energy is further 

converted into electrical energy using a generator. The 

definition of a SHP varies significantly from one country to 

another. There are three types of SHP. I) Dam-

reservoirs, II) Pumped-storage and III) RoR, where water from 

the natural runoff generates electricity directly; therefore, there 

is no storage associated with it [7]. This research focuses on the 

analysis of this type of projects.  

In small hydropower RoR schemes, water is diverted from 

the river by a structure located across the river, called the 

diversion weir. Water is then passed through the power channel 
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up to the forebay tank [8]. A pressure pipe, called a penstock, 

conveys the water from the forebay to the turbine [9]. Water 

carried by the penstock directly strikes the turbine blade, 

followed by the guide vanes to rotate the turbine runner. The 

turbine's runner is coupled with the shaft, connected with the 

generator to produce electricity [10]. During the past three 

decades, research studies on an RoR have been devoted to the 

plant's optimal design, operation, and performance [11]. Within 

that research, a primary category is distinguished, which is the 

focus of the present study; Assessment of the optimal sizing of 

a RoR small hydropower plant.  

The optimization of an RoR has been examined in various 

studies and it has been framed into three broad sub-categories: 

A) technical assessment, B) environmental assessment, and C) 

economic and financial indexes for assessing optimal size. The 

main contributions in each sub-category are explained below. 

A. Technical Assessment 

Given that the electro-mechanical equipment (turbines) 

represents an extensive contribution to the project's economic 

breakdown, most studies carried out have focused on 

determining the optimal size of them. Voros et al. [12] present 

an empirical short-cut design method for selecting the nominal 

flow rate of hydraulic turbines. Montanari et al. [13] also 

analyze and develop a model for optimizing a type of turbine 

through the exploitation of water resources in places with low 

head. Other studies have considered some other components 

and the turbine characteristics to determine the plant's optimal 

size. Almeida et al. [14] introduce a novel methodology where 

an economic and financial simulation model is used to analyze 

the project's risk and market variability. Basso et al. [15] 

proposes an analytical framework to describe the energy 

production and economic profitability of small RoR power 

plants based on the underlying streamflow regime. 

B. Environmental Assessment 

Most RoR hydropower projects commonly adopted the 

approach to enhance their environmental flow (e-flow), defined 

as the minimum flow required in the dewatered section of the 

river to maintain its ecological condition [16]. Magaju et al. 

[17] presented a model that can potentially integrate e-flows 

computed according to topographic or hydrologic criteria based 

on the flow duration curve (sub-basin surface, percentage of the 

design discharge, or similar). Blanco et al. [18] perform a 

sensitivity analysis regarding power generation's effect, 

considering a variable environmental flow, both for low water 

and floods.  

C. Economic and Financial Indexes for Optimal Size 

Assessment 

The evaluation of small hydropower plants' investment is 

made from the base economic criteria, represented by the 

proposed acquisition's economic indicators. These are static 

criteria such as the payback time, and the ROI offers only a 

general view of the value of the planned investment. On the 

other hand, there are dynamic criteria such as NPV. In these 

criteria, the time value of money is considered. Most of the 

studies consider the NPV of the plant as the primary financial 

indicator for optimization, since it represents the net difference 

between all revenues received from the produced electricity and 

the lifetime cost of the SHP. 

III. METHODOLOGY 

As explained in the previous section, this study presents the 

development of a robust computational model of an investment 

decision support tool that allows evaluating feasibility to 

determine the optimum size of the SHP. The energy system 

modeling is made through the combination of empirical and 

conceptual models [19]. Furthermore, a hybrid approach, 

meaning the combination of top-down and bottom-up 

approaches [20], is used to evaluate technical, environmental, 

and economic parameters. Moreover, the general model itself 

refers to an optimization model whereby the size of the RoR is 

optimized by means of an objective function. Fig. 1 summarizes 

the methodology. 
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Fig. 1 Flow chart of the optimization process with the technical, cost, and financial models 

 

The optimization process follows three steps  

• find the installed capacity and the electricity output for a 

particular design flow,  

• calculate the yearly benefits of all the different design 

flows, and 

• select a set of power plants that maximize the NPV based 

on a combination of the cited constraints. 

As a key differentiating element, this study conducts the 

calculations considering explicitly the turbine efficiency, the 

hydraulic losses, and the penstock diameter. In like manner, the 

river's environmental flow is considered and discounted from 

the disposable flow. This directly impacts the power output of 

the system. Moreover, static, and dynamic economic indexes 

are considered for financial optimization. Fig. 1 shows that the 

optimization model comprises three main blocks: A) Technical-

Environmental model, B) The cost model, and C) The financial 

model. Below a detailed explanation of each block is presented. 

A. Technical-Environmental Model 

Energy production from hydropower plants is computed 

daily, considering the environmental flow and technical 

limitations due to the turbine's technical features. The power 

output of the hydropower plant, P, in kilowatt (kW), for an 

instant t, is calculated using (1): 

 

��(�) = ��	 ∗ � ∗ ���(�) ∗ ��(�) ∗ ��(�) ∗ �� ∗ ����/1000   (1) 

 

where �	 , �, ��, ��� are constants and represent the density of 

water (kg/m3), the gravitational acceleration (m/s), the 

generator, and the transformer efficiency. On the other hand, 

���(�), ��(�), ��(�) represent the net head or effective water 

pressure at the bottom of the penstock, the turbine inflow, and 

the turbine efficiency, respectively. 

The turbine inflow is time-dependent and fluctuates 

according to the natural streamflow, the flow design, the 

environmental flow, and the minimal technical turbine flow. 

Likewise, the net head and the turbine efficiency are time-

dependent and depend or vary as a function of the turbine 

inflow, the penstock diameter, and the design flow. 

Furthermore, turbine efficiency depends on the type of turbine 

(e.g., Pelton or Francis). As it is possible to elucidate, (2) has 

boundary conditions dynamically. Therefore, it cannot be 

solved analytically. In this respect, numerical integration is 

applied by constructing an N-vector of mean daily turbine 

inflows with a fixed daily integration time step. The series of 

mathematical formulations used to solve (1) is described step 

by step below. 

• Turbine inflow calculation: The process for calculating the 

turbine inflow is described mathematically by means of 

(2)-(10). The turbine operates when the water flow is 
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between a minimum and a design flow (Qmin, Qd). Both 

limits depend on the type of turbine and are specified by 

the manufacturer. As a rule of thumb, for a Francis turbine, 

the lower limit is set in 55% of the flow design, while for a 

Pelton turbine, the limit is set at 35% of the nominal flow 

rate [21]. 

 

    ��(�) = ������(�) − ����������              (2) 
 

                                 !" #$%& '" ()*+!,& = �&-(',       (3) 
 

                                  ��� = 0.15�0                               (4) 
 

                    &-1&: ��� = 0.5�0                                  (5) 
 

                                 !" ��(�) ≤  ���                               (6) 
 

                                           ��(�) = 0                                         (7) 

 

                                      &-!" ��(�) < �0                                  (8) 

 

                                        ��(�) = ��(�)                                    (9) 

 

                                     &-1&: ��(�) =  �0                                       (10) 

 

• Net head calculation: The net head is involved in (1). It can 

be calculated by subtracting the system's hydraulic losses 

(hf) that correspond to the flow rate (��(�), ) conducted to 

the turbines from the gross head (Hg). The singular losses 

are related to the enlargement and narrowing, respectively 

at the entrance and the exit of the forebay tank and to the 

bend at the beginning of the penstock. These local losses 

are linked with the motion of the fluid and can be neglected 

for long pipes [22]. The hydraulic losses (hf) are a function 

of the length (Lp) and diameter (Dp) of the penstock, the 

flow velocity (Vt(i)) at the penstock, which is a function of 

the turbine inflow, and the friction factor (f). The latter is a 

function of the type of material (e.g., steel or GRP) and the 

flow regime inside the pipe (e.g., laminar or turbulent 

flow).  

Generally, the friction factor (f) can be computed by the well-

known White-Colebrook equation for a specific flow Reynolds 

number and a given pipe wall roughness. It is not convenient to 

use, because its implicit expression in f requires iteration. Since 

power generation analysis is done for a series of flows over 39 

years, with the daily resolution, this iterative process generates 

a considerable computational cost. For this reason, several 

approximate explicit counterparts have been proposed. For this 

study, the equation proposed by [23] is implemented.  

As previously introduced, hydraulic losses and flow rates are 

a function of speed within the penstock. Since the flow depends 

on the river's conditions and the type of turbine, the pipeline's 

diameter is a fundamental variable since it determines the speed 

of the flow. From an economic and construction point of view, 

it is better to have a small diameter pipe. However, this implies 

higher flow velocity and, therefore, higher hydraulic losses. The 

latter translates into a reduction in the electricity generated. On 

the other hand, a substantial diameter is useful for electricity 

generation. However, the costs of the pipe increase 

quadratically with the diameter. Therefore, doubling the 

diameter implies a 4-fold increase in prices. In this study, for 

each design flow analyzing and depending on the pipeline's 

material, the required diameter is calculated to calculate the 

pipe's maximum velocity below the upper limit. The limits were 

set based on the author's experience in the feasibility study of 

hydropower projects and specialized literature. For GRP, the 

maximum flow velocity is set as 3 m/s, and for steel, the 

maximum flow velocity is set as 5 m/s [24], [25]. The process 

for calculating the net head (Hnet) is described mathematically 

by means of (11)-(24) 

 

!" #$%& '" %&,1('56 = Steel:                        (11) 

 

7��8 = 5 9/1                                            (12) 
 

:-1&: 79;< = 3 9/1                                 (13) 
 

>? = @A
BCDE                                               (14) 

 

FG = H I∗JK
L.MIMN                                            (15) 

 

!" #$%& '" %&,1('56 = Steel:                           (16) 

 

& = 0.000045 9                              (17) 

 

:-1& & = 0.000029 9                                 (18) 

 

&R = �
SK                                         (19) 

 

7G(�) = @T
JK                                            (20) 

 

U�(�) = VW∗BK(X)∗SK
YW                              (21) 

 

"� = 1.613 ∗ [-, \0.234 ∗ &RM.M]]^ − N]._`_
Ra(X)b.bbcd + _N.`fM

Ra(X)b.cgbhijk`  (22) 

 

ℎm(�) = "�
nK
SK

BK(X)h
`�                                (23) 

 

�o��(�) = ����pp − ℎm(�)                         (24) 

 

• Turbine efficiency calculation: The turbine's performance 

is characterized by its nominal flowrate, Qr, which is an 

explicit indication of its size. Likewise, turbine efficiency 

depends on the working fluid flow rate and actual turbine 

characteristics. Voros et al. [12] present an expression that 

allows calculating Pelton and Francis turbines' efficiency, 

considering the relationship of the turbine inflow and the 

design flow. As a novelty, they introduce two characteristic 

turbine parameters Qmin and Qmax, representing the 

fraction of its nominal flowrate corresponding the lower 

and upper extreme working flowrates, respectively. The 
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empirical expression is proposed for describing the turbine 

efficiency characteristic curve.  Excellent fits to actual 

experimental data were detected when the proposed 

expression was used as real turbine data. For each type of 

turbine (Pelton or Francis), there are maximum 

efficiencies, design and minimum flow rates, and constants 

specific to each turbine's efficiency curves. All the 

technical values are described within [12]. The process for 

calculating the turbine efficiency (��) is described 

mathematically by means of (25)-(27) 

 

!" #$%& '" ()*+!,& = �&-(',:               (25) 
 

�� = ����8 \−0.224 q@T(X)
@A

r` + 0.483 q@T(X)
@A

r + 0.741i                 (26) 

 

&-1&: �� = ����8 \−0.537 q@T(X)
@A

r` + 1.047 q@T(X)
@A

r + 0.49i   (27) 

 

By coupling the previously described steps, (2) is solved 

using numerical integration for each intake flow. Thus, power 

output is calculated. The system's rated power is reached when 

the design flow (Qd) is derived through the penstock. For this 

flow, the maximum efficiency of the turbine is achieved. And 

therefore, the full output power is created. This outcome is one 

of the primary inputs of the next block. It is the cost model, 

where the cost of the main components is calculated. 

B. Cost Model 

The costs of any SHP framed as an RoR project are divided 

into two categories: capital and variable costs [26]. In the first 

category, two main components should be considered. I) 

construction of civil works and, II) electromechanical 

equipment. The second category refers to the operating and 

maintenance costs of the two components mentioned above. 

These can be assumed either as a fixed percentage of the capital 

expenditures or variables during the project's lifetime.  

The maximum power output calculated before is used as an 

input along with other established variables, such as the 

system's gross head. Combining those variables, the project's 

total cost is estimated through the aggregation of capital 

expenditures (CapEx) and the operational expenses (OpEx). A 

non-linear statistical relationship, proposed by [27] and showed 

through (28) is used for this calculation: 

 

u;%:< = ; ∗ �(vw)x ∗ �(9)y                             (28) 

 

where C is the component cost, P means the rated power and H 

means the gross head. The constants a,b and c  are correlation 

constants which vary depending on the region.  

C. Financial Model 

The financial evaluation is performed by maximizing an 

objective function. Therefore, the unknown variable is set as the 

design flow, and the constraints are the environmental flow, the 

type of turbine, and the maximum velocity regarding the kind 

of penstock used. The main inputs are the electricity output 

integrated in time and the total cost. The NPV method is used 

to analyze the profitability of investment in an RoR project. 

Thus, financial evaluation is performed using the discounted 

cash flow method from a project perspective. The NPV is the 

sum of the present values of each period's cash flow, plus the 

initial investment (CapEx). Mathematically, this latter 

discussion could be described by (29): 

 

z�7 = u;%:< + ∑ |X
(M}~J||)T                    ���]  (29) 

 

where u�  means the cash flow at year i, T represents the horizon 

time (discussed in the case-study), t the analyzed year and 

w>uu the weighted average cost of capital. The projects with 

negative NPV will be rejected since this means the discounted 

benefits during the project's lifetime period cannot cover the 

initial costs invested for the expected risk associated with the 

project. In comparing a group of projects, the project with the 

most significant positive NPV is the best one.  

IV. CASE STUDY 

The case study involves the analysis of a proposed RoR 

project in Colombia. The proposed project should exploit the 

stream flows of a small tributary of the Porce River. The 

catchment area at the intake of the RoR is about 79 km2. 

The hydrological data consist of 39 consecutive years of 

mean daily flow data from 1973 until 2011.  The mean daily 

flow data are used to characterize the river's flow regime and 

constructs the flow duration curve (Fig. 2). At the intake, the 

discharge fluctuates moderately between values of 0 to 10.5 

m3/s, with a mean flow of about 3.11 m3/s. The environmental 

flow (e-flow) is set as 0.51 m3/s. The gross hydraulic head (Hg) 

available is set as the difference between the intake and 

powerhouse. For the case study, it represents a value of 235 m. 

the GRP pipe on the bench and with an overpass has a length of 

1,720 m. The powerhouse is of the superficial type and is 

equipped with Pelton turbines. The transformer and generator 

efficiencies are assumed as constants and with values of 0.972 

and 0.992, respectively. Fig. 3 shows a schematic plan view of 

the project. 

 

 

Fig. 2 Flow duration curve of the analyzed river 
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Fig. 3 Top view of the proposed SHP for the case study 

 

The financial evaluation is carried out by constructing the net 

flows of funds for the project. The tangible benefits associated 

with electricity sales are considered. A feed-in tariff scheme is 

assumed. For the complete assessment of the project, additional 

financial and fiscal parameters are introduced, like the 

construction period, tax rate, annual operation and maintenance 

cost, inflation rate, electricity prices, and project lifetime. For 

this project, the capital structure is composed of 70% debt and 

30% equity. The income statement construction was made 

considering a depreciation horizon of 10 years and a tax rate of 

19%. Besides, regarding the debt, the debt horizon and the rate 

of debt are assumed as ten years and 7.5 %, respectively.  

For the analysis, both CapEx and OpEx are considered. The 

CapEx was considered the sum of the main components, such 

as civil works, electro-mechanical equipment, and transmission 

costs. The OpEx is fixed and represents a 4%/year of the 

CapEx. To calculate the Weighted Average Cost of Capital 

(WACC), it is necessary to know the Risk-free return, beta, and 

ERP. Those values are obtained according to different 

specialized sources. For the first two variables, a value of 1.07 

and 6% are used.  

To calculate the incomes, the wholesale electricity price 

(USD/MWh) is essential. However, the possible fluctuations of 

those prices are complicated to estimate due to social and 

political reasons, the increase in renewable energy in the 

primary grid, and the possible subsidies. Considering that the 

project's lifetime is 30 years, an initial value, at 2020 of 45 

USD/MWh (based on the Colombian Market) is used for the 

wholesale electricity price. A simple linear interpolation is used 

to estimate an inflation ratio, which is applied to both variables 

at each year of the project evaluation. An inflation value of 

3.5% is fixed for all the years 

V. RESULTS 

A. Preliminary Results  

The initial picture of the plant performance is shown in Fig. 

4. Graph (a) from it shows the behavior of the installed capacity 

(primary Y-axis), and the capacity factor (secondary Y-axis) of 

the evaluated points are illustrated, depending on the design 

flow. The total variation interval, expressed in terms of the plant 

capacity, plant factor, ranges from 0 MW to 20.7 MW and from 

0.18 to 1, respectively. As expected, due to the linear 

relationship among the variables, the higher the flow, the bigger 

the plant's power. However, the capacity factor behavior is 

inversely proportional because of the water resource's depletion 

at the source to serve the plant's high capacities. Capacity 

factors represent the ratio between the annual output and the 

nominal capacity. For a RoR project, plant factors more 

significant than 0.50 and less than 0.80 are considered adequate 

[28]. Thus, it is expected that the optimal flow is in the range of 

1.9 m3/s to 4.7 m3/s. Graph (b) from Fig 4 shows the behavior 

of the electricity output (primary Y-axis) and the capacity factor 

(secondary Y-axis) of the evaluated points are illustrated, 

depending on the rated power.  

Graph (b) shows that neither of the two variables has a linear 

dependency. Energy production increases as installed capacity 

increases because the more significant the installed capacity, 

the larger the turbines and, therefore, the river's high flow 

regime is exploited more efficiently. However, the curve 

exhibits an inflection point where electricity production begins 

to decrease. The turbines' installed capacity is such that it 

cannot operate during low flows period since the flow to be 

derived far from the minimum turbine inflow that guarantees 

safe and reliable operation of the equipment.  

The maximum electricity output of 36975 MWh/year is 

reached when the design flow is equal to 5.3 m3/s, representing 

a rated power of 10.40 MW and a capacity factor of 0.41. As 

will be discussed below, the flow implies the highest energy 

generation does not mean the plant's optimum point.
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(a)  (b)  

(c)  (d)  

 

Fig. 4 Primary optimization results 

 

Graph (c) of Fig. 4 compares the electricity output (primary 

Y-axis) and the CapEx (secondary Y-axis) depending on the 

design flow. While the cost of capital (CapEx) decreases as the 

installed capacity is reduced, which occurs due to the reduction 

of the design flow, the generation of energy has an inverse 

behavior. For a flow range between 10.5 m3/s and 5.3 m3/s 

electricity production increases. However, from the lower limit 

of the previous range, the generation begins to fall with a 

gradual slope until it reaches a value of 2 m3/s, representing an 

installed capacity of 3.6 MW and an electricity generation of 

25,915 MWh/year. From this point on, the electricity generation 

decreases considerably, which means there is a non-optimal 

exploitation of the plant's water resource. 

Graph (d) from Fig. 4 shows the behavior of the electricity 

output (primary Y-axis) and the investor NPV (secondary Y-

axis) depending on the design flow. The NPV curve also shows 

nonlinear behavior. From the investors point of view, the range 

of flows in which the project begins to be financially attractive 

coincides with the range previously identified. The plant factors 

fluctuate between values considered adequate according to the 

literature. These cover a range of flows between 1.9 and 4.3 

m3/s, which correspond to values between 35% and 143% of 

the multi-annual average flow. From a design flow of 10.5 m3/s, 

representing the maximum flow of the river duration curve, to 

the upper limit of the range described above, the electricity 

production only marginally increases while adding extra cost to 

the construction and the O&M of the project. That means that 

both capital and operational expenditures for the higher rated 

power exceed the revenues from the incremental power 

production. 

B. Selected Design Flow 

The selected design flow is the streamflow that maximizes 

the objective function (the investors NPV). The corresponding 

optimal design flow is equal to 2.1 m3/s, a streamflow that is 

exceeded 60% of the time. Thus, the degree of exploitation of 

the available water resources allowed by the optimal design 

flow is very high, as evidenced by the capacity factor obtained, 

with a value of 0.78. For this flow of 2.1 m3/s, the rated power 

of the RoR is 4 MW, and the annual electricity output reaches 

a value of 27,567 MWh. Regarding the economic values, the 

reached NPV is USD 6.4 million, the IRR is 18%, and the 

payback time is eight years. 

Given the NPV of USD 6.4 million, it is possible to conclude 

that the analyzed case is a positive or profitable business model. 

Besides, the IRR is 2.5 times higher than the WACC. In respect 

thereof, the optimized RoR project represents a desirable rate 

of return for investors. Fig. 5 shows the behavior of the 

comparison between the free cash flow of the project and the 

cumulative cash flow. 

Regarding Fig. 5, it is essential to highlight that the project is 

in the execution stage during the first three years. Thus, this 

initial stage represents a negative cash flow. However, as of the 

fourth year, when electricity generation begins, a constant, 

growing, and positive cash flow is presented. Since the 

operation's marginal costs are meager given that the primary 
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fuel is water, which is free and renewable, the investment and 

initial capital injection is recovered in year 8, where the 

breakeven is reached (from a pay-back time perspective). From 

this point, the project only leaves profits for the investors.  

 

 

Fig. 5 Comparison between the FCF and the Cumulative FCF of the 

investors 

C. Sensitivity Analysis 

For the current case, capital incomes are due to electricity 

sales. Contrarily, expenses are associated with the initial 

investment (CapEx) and Operational costs (OpEx). A 

sensitivity analysis is performed to determine the impact of the 

change in some of the variables and its effect on the project's 

profitability. The used methodology consists of simultaneously 

changing both variables, where one of the variables is related to 

the income (electricity sales) and the other to the operational 

costs (CapEx). Then the leading financial indicator (NPV) is 

calculated for each possible combination. Both variables are 

sensed up to 15% above and below the current price in every 

combination. This latter is done with intervals of 5% up and 

down.  

 

 

Fig. 6 Relationship among NPV, Electricity and CapEx value 

fluctuation 

 

Based on the results shown on Fig. 6, it is essential to 

mention that even for both variables' most unfavorable 

combinations, the NPV is positive. If the electricity price is 

15% below the expected market value and the CapEx 

investments are 15% higher than the used values, the NPV is 

still positive, i.e., USD 2.33 million. This latter means that the 

investment risk is covered in the worst of conditions since the 

IRR value is 1.5 higher than WACC. On the contrary, if the 

variables analyzed are inverted, the price of energy increases by 

15%, and the initial cost of the investment decreases in the same 

proportion, the business case rises considerably, and the value 

of the NPV is USD 9.67 million. 

The levelized cost of electricity (LCOE) is the current total 

cost value of building and operating a power-generating facility 

over its entire useful life [29]. Lately, the LCOE has become a 

commonly used tool for cost comparison and has been useful to 

government and investors in their decision-making processes.  

As discussed, hydropower is capital-intensive and has low 

O&M costs and no fuel costs. Thus, LCOE and NPV are very 

sensitive to investment costs and interest rates. Since the project 

capital structure is fixed, the only way to vary the discount rate 

(WACC for the present analysis) is by changing the cost of debt. 

To understand the previous discussion's impact, a sensitivity 

analysis is carried out, varying the cost of debt from a value of 

3% to 10% with intervals of 0.5%.  
 

 

Fig. 7 Sensitivity of the NPV and LCOE to different debt costs 

 

Fig. 7 shows that the lower the cost of debt the higher the 

NPV and the lower the LCOE. For the scenario where the debt 

cost is equal to 3%, the NPV and the LCOE obtained are USD 

7.85 million and 50.7 USD/MWh, respectively. In the extreme 

case in which the debt cost value is 10%, the NPV decreases to 

USD 5.35 million and the LCOE reaches a value of 65 

USD/MWh 

VI. CONCLUSION 

The present research develops an investment decision 

support tool to assess the optimal size of RoR scheme. The 

methodology and the tool itself are applicable and scalable 

through regions and economies. Its flexibility and generality 

make it a useful tool for selecting the optimal design flow in 

practical applications as demonstrated by the case study 

presented in the research.  

It is concluded that the acquisition and cost of debt depend 

on the specific project and the country where it is deployed. In 

emerging countries such as the one exposed the cost of debt can 

considerably affect the competitiveness (measured via the 

LCOE) of the electricity source, and therefore the project´s 

financial viability. Furthermore, the results of this research 
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study allow to show that it is paramount to consider the turbine 

efficiency, the hydraulic losses, and the penstock diameter to 

assess the economic feasibility of an RoR project, before 

spending substantial sums of money. Finally, the present 

analysis was performed for a typical case where the RoR project 

is connected to the primary grid. However, the optimal design 

flow's main outcome could change if the analysis is performed 

for a non-grid connected project. Therefore, as part of the 

ongoing research, it is recommended to analyze this kind of 

scenario in the short-term. 
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Abstract— Desalination and brine management is one of the 

main concerns on the last decades. Membrane distillation showed 

promising results in operating high feed salinity. Direct contact 

membrane distillation (DCMD) gain the most attention among other 

configurations due to its simplicity. This study is applied to predict 

the performance of DCMD when graphene oxide (GO) is used for 

membrane surface modification. MATLAB software was used to 

predict the temperature polarization coefficient and the flux of 

DCMD.  
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    Abstract—Textile and clothing industries one of the most 

polluting industries globally with a high environmental footprint 

associated with production. Adding to that, post-consumption waste 

from the clothing industry mostly end up in landfills, with recycling 

rates reporting low. Consumerism and high underutilization are other 

reported trends in the industry, leading to increased waste that reach 

landfills. Aiming to reduce purchases far in excess of utilized levels 

and to drive consumer purchasing towards greener alternatives, this 

paper looks at consumer psychology associated with consumerism 

and green purchasing. The paper reviews strategies adopted to disrupt 

such patterns and discusses the application of those relevant to 

clothing purchasing. The insights of the paper would be valuable for 

creating effective purchasing conditions and strategies in driving 

green purchasing in the clothing industry, in line with the principles 

of circular economy. 
 

Keywords—Textile, Clothing, Green purchasing, Consumer 

behavior.  
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Abstract—This paper describes a two-stage methodology derived 

from IMC (Internal Model Control) for tuning a PID (Proportional-

Integral-Derivative) controller for levels or other integrating processes 

in an industrial environment. Focus is ease of use and implementation 

speed which are critical for an industrial application. Tuning can be 

done with minimum effort and without the need of time-consuming 

open-loop step tests on the plant. 

The first stage of the method applies to levels only:  the vessel 

residence time is calculated from equipment dimensions and used to 

derive a set of preliminary PI (Proportional-Integral) settings with 

IMC. The second stage, re-tuning in closed-loop, applies to levels as 

well as other integrating processes: a tuning correction mechanism has 

been developed based on a series of closed-loop simulations with 

model errors. The tuning correction is done from a simple closed-loop 

step test and application of a generic correlation between observed 

overshoot and integral time correction. A spin-off of the method is that 

an estimate of the vessel residence time (levels) or open-loop process 

gain (other integrating process) is obtained from the closed-loop data. 

 

Keywords—Closed-loop model identification, IMC-PID tuning 

method, integrating process control, on-line PID tuning adaptation.  

I. INTRODUCTION 

ase Layer Controls in general, and PID loops in particular 

are critical to maintain stable, safe and profitable operating 

conditions of plants in the process industries. Achieving 

optimum performance for these loops depend on a number of 

factors, including instrumentation in good operating condition 

(sensors as well as control valves), proper control strategy and 

last but not least adequate tuning. As an illustration, a set of case 

studies can be found in [1] with typical examples of control loop 

issues for various process industries. Additional information 

about practical aspects of loop tuning in an industrial 

environment and the economic incentive to improve the control 

loops performance can be found in [3], [4] and [5].  

Industrial Automation companies such as Yokogawa have 

developed a wide range of systems, tools and methods to help 

get the most of the base layer controls. This paper focuses on 

loop tuning and specifically on loop tuning for integrating 

processes such as levels.    

PID controllers for integrating processes is of special 

importance for a number of reasons: 

1) It is a fairly wide class of control loops, not just tank levels 

but also many pressure control loops and even a number of 

temperature control loops, 

2) These loops have a major impact on the overall plant 

stability: a mistuned, oscillatory level control causes 

oscillations on the rest of the downstream process 

equipment, 

3) Tuning of integrating process loops is difficult and time 

consuming when done according to the traditional “open-

loop” method. It is then required to operate the loop in 

manual mode while step tests are applied to the control 

valve. The data is then used to characterize the process 

response; this model in turn is used to derive the PID 

parameters. The step test in open-loop is troublesome to 

Process Operators, as special attention is required since 

integrating processes are by nature unstable in open-loop. 

4) How to tune integrating process loops is quite different 

from tuning self-regulating loops; it is counter-intuitive in 

some aspects and very often misunderstood. For instance, 

increasing the PID proportional action for a level control 

generally reduces the response overshoot, quite the 

opposite effect compared to a self-regulating process. 

The paper presents a two-stage methodology for tuning level 

control loops. In stage 1, equipment dimension data, readily 

available in the process documentation, is used to characterize 

the open-loop response in terms of the residence time. The 

residence time is used to derive the PI tuning parameters by 

application of the standard IMC tuning rules for an integrating 

process. This gives a theoretical, preliminary set of tuning 

parameters. In stage 2, the preliminary tuning parameters are 

applied to the loop; a closed-loop setpoint step test is executed 

in order to fine-tune the loop, according to the actually observed 

process response. The methodology has then been extended to 

integrating processes other than levels. 

The paper provides the details of the method so that it can be 

used in practice for tuning integrating process PID loops. The 

method has been widely applied in an industrial environment as 

part of actual projects. The paper is also helpful to get a good 

understanding of the specificities of integrating process PID 

control. 

II. EQUIPMENT DIMENSION METHOD FOR TUNING A LEVEL 

CONTROLLER 

Level control loops can be pre-tuned based on the vessel 

dimensions and the instruments characteristics. The data 

requirements are: 

1) Vessel dimensions, obtained from P&ID’s or mechanical 

diagrams: vessel type (horizontal or vertical), diameter, 

length.  

2) Level instrument span (length in mm) obtained from level 

data sheets, 

3) Flow data: if LC to valve loop: design flow and design 

valve information, obtained from control valve data sheets; 

Arnaud Nougues  

Arnaud Nougues is with the Yokogawa Europe Solutions, Netherlands (e-mail: arnaud.nougues@nl.yokogawa.com). 

Method for Tuning Level Control Loops Based on 

IMC  and Closed Loop Step Test Data  

B

25



Conference Proceedings, Amsterdam Netherlands September 16-17, 2021

 

 

if LC-FC cascade loop: FC instrument range. 

4) Stream density if the valve data sheet or flow meter 

information is on a mass flow basis. 

To illustrate the concept, a simple example is given here of a 

vertical cylindrical vessel.  

- Vessel diameter:  D = 4.6 m 

- Level gauge height: H = 6 m 

- Flowmeter range: Fmax = 20 m3/min 

 

The vessel residence time is then calculated as follows:   

- Useful volume for level control:  

 

V = π H D2   / 4                            (1) 

- Residence Time:  

 

RT =  V / Fmax = π H D2   / ( 4 Fmax)        (2) 

 

For the given numerical values, the resulting Residence Time 

is 4.986 minutes, therefore approximately 5 minutes. 

Interpretation: Assuming as starting condition a stable level 

with equal inlet and outlet flows,  a vessel residence time of 5 

minutes implies that if the inlet flow is increased by 1 % of the 

flowmeter range, then the level will ramp up at a steady rate of 

1 % in 5 minutes. 

The inverse of the residence time is called the ramp process 

open-loop gain; in this case: 

 

Open-Loop Gain = 1/ 5 = 0.2 min-1           (3) 

 

The calculations in case of a horizontal vessel follow the 

same principles as given above for a vertical vessel; they are 

somewhat more complicated because of the presence of 

hemispherical or ellipsoidal heads at both ends of the 

cylindrical vessel. It should also be noted that strictly speaking, 

the residence time for a horizontal vessel is not fixed and 

depends on the level itself, since the liquid surface varies with 

the level. This effect is however in general neglected and the 

residence time calculated at a 50% level. 

After calculating the vessel residence time, the IMC method 

is used to derive the PID controller settings. 

IMC tuning is widely documented in the literature; see for 

instance one of the original publications [2]. The IMC tuning 

formulae for a level are given further in this article in equations 

(6) and (7). Three important points should be kept in mind: 

1) IMC tuning relies on specifying one single parameter, the 

desired closed-loop time constant, that determines the 

speed of the controller response. In the variant of IMC used 

in this study, a dimensionless Loop Tuning Factor is used 

instead of the closed-loop time constant. 

2) It is assumed in this paper that the open-loop response is an 

integrating process with no or negligible time delay. IMC 

then results in a set of P and I parameters, with 0 derivative 

action. So a PI controller as opposed to PID. 

3) The PID controller structure is the “classical” one, also 

referred to as “standard”. 

III. IMC TUNING PROPERTIES FOR AN INTEGRATING PROCESS 

Before explaining the second part of the tuning procedure, it 

is useful to point out the special properties of IMC tuning for 

integrating processes. 

Table I below summarizes the results of a series of 

simulations of a PI level controller for an integrating process in 

closed-loop, tuned with IMC.  

Assumptions: 

1) The process is a “pure” integrator, with negligible time 

delay and negligible first order dynamics. 

2) Variables that have been tested at different values: 

- Integrator Gain i.e. inverse of the vessel residence time 

in case of a level; the gain is expressed in %PV per 

minute / % MV); 

- IMC Loop Tuning Factor: 0.5, 1 and 2. The loop tuning 

factor in IMC sets the desired closed-loop speed of 

response. A larger loop tuning factor gives a longer 

closed-loop response time. 

3) Two scenarios are considered:  

- Application of setpoint step change, 

- Application of load step change. 

 
TABLE I 

IMC TUNING AS A FUNCTION OF PROCESS GAIN AND LOOP TUNING FACTOR 

 

   IMC PI parameters Setpoint step change Load disturbance step 1% 

Process Gain 

Process 

Residence 

Time 

Loop 

Tuning 

Factor 

Controller 

Gain 
Ti Overshoot 

Time 

when PV 

at max 

Max. PV 

disturbance 

Time when 

PV 

disturbance 

is maximum 

(%PV per 

min / %MV) 
(min)   (min) (%) (min) (%) (min) 

0.1 10 0.5 2.67 15 13.8 14.4 0.28 7.4 

0.1 10 1 1.33 30 13.8 28.5 0.56 14.3 
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0.1 10 2 0.67 60 13.8 57.0 1.11 28.5 

0.2 5 0.5 2.67 7.5 13.7 7.2 0.28 3.6 

0.2 5 1 1.33 15 13.8 14.4 0.56 7.4 

0.2 5 2 0.67 30 13.8 28.5 1.11 14.3 

0.4 2.5 0.5 2.67 3.75 13.7 3.7 0.28 1.9 

0.4 2.5 1 1.33 7.5 13.7 7.2 0.56 3.6 

0.4 2.5 2 0.67 15 13.8 14.4 1.11 7.4 

 

For illustration, the simulated IMC responses to a setpoint 

step change and load step change are shown in Figures 1 and 2  

below. This is for the case Process Gain = 0.2, Loop Tuning 

Factor = 1. 

 

 
Fig. 1 Closed-loop setpoint change response with IMC tuning  

 

 
Fig. 2  Closed-loop load change response with IMC tuning 

 

The results in Table I illustrate a number of key properties of 

IMC for an integrating process: 

 

1) IMC tuning always gives an overshoot of about 14% for 

the PV response to a setpoint step change, independently 

of the process gain and of the loop tuning factor. 

2) There is a one-to-one relationship between Loop Tuning 

Factor and controller gain, independently of the process 

gain. In other words, whatever the process open-loop 

gain, the controller gain can be set according to the 

desired closed-loop speed of response, say 0.5 for a fast 

response, 1 for an average speed response and 2 for a slow 
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response. 

3) The difficulty is setting the integral action Ti; this latter 

parameter depends on the desired speed as well as the 

process characteristic i.e. the open-loop process gain. 

4) The Loop Tuning Factor determines the closed-loop speed 

of response in terms of: 

- how fast the PV reaches its maximum value in response 

to a setpoint change, 

- how fast a load disturbance is compensated for and how 

large the maximum level disturbance is. 

5) In first approximation, the IMC Integral Time Ti is equal 

to the time when the PV reaches its maximum in response 

to a setpoint change.  

IV. PRACTICAL PROCEDURE FOR PI TUNING OF A LEVEL 

CONTROLLER 

Pre-tuning the level controller based on the vessel 

dimensions and the instruments characteristics as explained in 

Section II will give a reasonable preliminary tuning with which 

the controller can be operated in automatic mode. It is however 

not sufficient. The residence time calculation is in general not 

accurate, in particular in case of a LC loop direct to the control 

valve because of the significant valve non-linearity. Fine-tuning 

the loop is therefore almost always necessary.  

In this method, fine tuning is done based on executing a 

closed-loop step test, characterizing the observed response in 

terms of percent overshoot and applying a generic correction of 

the controller integral time parameter. In summary, the 

advocated tuning method for a level controller is a two-stage 

procedure as follow: 

 

Stage 1: Preliminary tuning via Equipment dimension 

method and application of IMC tuning rules. 

1) P or the Proportional Band (=100/P) only depends on the 

desired Loop Tuning Factor, whatever the Residence Time 

is. 

2) Ti on the other hand depends on the Residence Time as 

well as the chosen Loop Tuning Factor. It is therefore 

necessary to have at least a rough estimate of the Residence 

Time to determine Ti. 

3) The Residence time of the vessel can be calculated using 

the Equipment dimensions method described earlier; then 

the IMC tuning rules can be applied. 

 

Stage 2: Re-tuning in closed-loop. 

1) A closed-loop step test should be performed in order to 

check the performance of the preliminary IMC settings. 

Re-tuning / fine-tuning is done by application of a tuning 

correction graph described in section V,  

2) Re-tuning in principle only concerns Ti; P can be kept 

constant since it only depends on the chosen Loop 

Tuning Factor.  

3) Re-tuning Ti is completed when the closed-loop 

response to a setpoint change matches the IMC 

characteristics, i.e.: 

- Overshoot 14%, and 

- Ti about equal to the time of the first PV maximum. 

4) A generic correlation between observed overshoot and 

integral time correction has been developed to make it 

easy to re-tune Ti based on the closed-loop step 

response. This is presented in the next section. 

V. INTEGRAL ACTION CORRECTION AND RESIDENCE TIME 

ESTIMATION FROM CLOSED-LOOP TEST 

A. Ti tuning correction in Closed-Loop 

The Ti tuning correction mechanism has been developed 

based on a series of closed-loop simulations with a model error 

for the vessel residence time. 

Principle of the simulations: 

1) Reference case: Process Gain = 0.2; reference IMC 

tuning calculated with Loop Tuning Factor = 1. This 

gives Controller Gain = 1.333 and Ti = 15 minutes; 

2) The Process Gain is then changed by increments from 

0.015 to 1.5 and closed-loop setpoint step test 

simulations are run for all the cases while keeping the 

controller settings the same; 

3) For each case:  

- the corresponding PV overshoot is recorded,  

- the IMC-Ti value is calculated for the Process Gain, 

with Loop Tuning Factor kept at 1. 

4) This gives the Ti Correction Factor = IMC-Ti / 

Reference IMC-Ti. 

 

The results are given in Table II.  

 

 
TABLE II 

CLOSED-LOOP SIMULATION RESULTS WITH PROCESS GAIN MODEL ERROR 

 

Process 

Gain 

Process 

Residence 

Time 

Setpoint step change 

Ti-Corrected Ti-Corrected / Ti Overshoot 

Time when PV 

at max 

(%PV per 

min / %MV) 
(min) (%) (min) (min)  

28



Conference Proceedings, Amsterdam Netherlands September 16-17, 2021

 

 

0.015 66.7 47.6 70.0 200 13.3 

0.0175 57.1 45.7 67.2 171 11.4 

0.02 50.0 43.6 62.0 150 10.0 

0.027 37.0 39.1 52.2 111 7.4 

0.035 28.6 35.2 44.5 86 5.7 

0.05 20.0 30.0 35.7 60 4.0 

0.1 10.0 21.0 23.1 30 2.0 

0.2 5.0 13.8 14.4 15 1.0 

0.3 3.3 10.4 10.5 10 0.67 

0.4 2.5 8.5 8.4 8 0.50 

0.5 2.0 7.2 7.0 6 0.40 

0.75 1.3 5.2 4.9 4 0.27 

1 1.0 4.1 3.9 3 0.20 

1.5 0.7 3.0 2.1 2 0.13 

 

 

A graph that gives the Ti correction factor as a function of the 

observed overshoot has then been derived from Table II and is  

 

 

shown in Figure 3. A logarithmic scale has been used for Ti - 

Corrected / Ti in order to give a proper resolution below 1. 

 

 

 
Fig. 3 IMC Ti Correction Graph 

 

As a check that the results are generic, two other sets of 

simulations have been run with a different reference case; these 

give the same results in terms of Ti-Corrected / Ti : 

- Process Gain 0.2, Loop Tuning Factor 2,  

- Process Gain 0.3, Loop Tuning Factor 1. 
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B. Practical use of the IMC Ti Correction Graph 

It is assumed that the level controller has been pre-tuned, 

preferably via IMC, based on a preliminary estimation of the 

Vessel Residence Time.  The PI tuning parameters are denoted 

Gain, Ti. 

With the controller in AUTO mode, apply a step test on the 

setpoint when the level is stable. Determine the observed 

overshoot and time of the first maximum. 

If the overshoot is about 14%, no need to correct Ti; the loop 

response already matches an IMC response. 

If overshoot different from 14% (too large or too small), then 

change Ti according to: 

 

Corrected Ti = Ti Correction Factor * Ti         (4) 

 

where the Ti Correction Factor is read from the IMC Ti 

Correction Graph in Figure 3.  

Repeat setpoint step test and verify that the overshoot is now 

close to 14%. The time of the first PV maximum should also be 

roughly equal to the corrected Ti. 

C. Vessel Residence time estimation 

An additional outcome of the closed-loop step test is that it 

can also give an estimate of the Vessel Residence time. The 

IMC Ti Correction Graph can therefore also be used for the 

closed-loop model estimation of the integrating process 

characteristic, with the following formula: 

 

Vessel Residence Time =  

Controller Gain * Ti Correction Factor * Ti  / 4           (5)                                                      

 

Where:  

- Vessel Residence Time (min) 

- Controller Gain (%MV / %PV) 

- Ti (min) 

 

The formula is applicable whatever the original PI 

settings are, whether calculated via IMC or not; it is 

applicable to levels as well as other integrating processes. 

Derivation of the formula for the Vessel Residence Time 

estimation: 

Notations: 

- RT:  Residence time (min) 

- G:   Controller Gain (%MV / %PV) 

- Ti:   Controller Integral Time before correction (min) 

- Corrected-Ti:  Controller Integral Time after correction 

(min) 

- LTF:  IMC Loop Tuning Factor 

- TCF:   Ti Correction Factor   

 

IMC tuning rules for level control, assuming no time delay 

between controller output and level PV: 

 

                          G = 2 / (1.5 * LTF)                     (6) 

 

                    Corrected Ti = 3 * RT * LTF                (7) 

 

Combining equations (6) and (7):  

 

                      G * Corrected Ti = 4 * RT                     (8) 

 

Ti correction based on closed-loop set point step test: 

 

                    Corrected-Ti = TCF * Ti                     (9) 

 

Combining equations (8) and (9): 

 

  G* Corrected-Ti = G * TCF  *  Ti = 4 * RT       (10) 

 

Therefore: 

  RT = G * TCF * Ti / 4      (11) 

 

VI. APPLICATION OF METHODOLOGY TO A NON-LEVEL 

INTEGRATING PROCESS 

Not only levels are integrating processes. Other variables 

such as pressure or temperature (e.g. tray temperature in special 

distillation columns) also can have an integrator behavior. The 

same method is applicable in these cases. 

The difference is that strictly speaking there is no physical 

vessel and no “residence time” for such variables. Instead it 

more appropriate to use the Process Gain, equal to the inverse 

of the residence time. 

Assuming that the integrating variable controller has been 

pre-tuned by whatever method with given values for the PI 

parameters, the second part of the method can then be applied 

as follows: 

1) Conduct closed-loop setpoint step test, 

2) Observe PV overshoot,  

3) Use IMC Ti Correction Graph to get the Ti Correction 

Factor, 

4) Apply Process Gain estimation formula derived from 

equation (11):  

 

Process Gain (%PV per min / % MV) =  

4 / (G * TCF * Ti)                    (12) 

 

5) Apply IMC based on the estimated Process Gain. 

 

VII. EXAMPLES FROM ACTUAL LOOP TUNING PROJECT 

Two examples are given in this section of control loops from 

an industrial process, that have been tuned by application of the 

presented methodology as part of a Loop Tuning and Base 

Layer Control improvement project. The tag names have been 

changed for confidentiality reasons. 

A. Level control loop 

The preliminary tuning for this loop is: 

- Gain = 2 

- Ti = 2.5 min 

The controller behavior, including a setpoint step test is 

shown in Figure 4.  
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Fig. 4 Preliminary loop response; Gain = 2, Ti =2.5 min 

 

The average PV overshoot resulting from the setpoint 

changes is excessive, about 43%. By application of the Ti 

correction graph, the Ti multiplicative factor is 9. Therefore, the  

 

 

corrected Ti value is 2.5 * 9 = 22.5 min. 

The controller behavior with the new settings Gain = 2, Ti = 

22.5 min is shown in Figure 5. 

 

 

 
Fig. 5 Loop response after correction; Gain = 2, Ti =22.5 min 

 

 

The residence time estimation gives the following result:    

RT = G * TCF * Ti / 4  = 2 * 9 * 2.5 / 4 =  11.25 min 

Faster tuning has been tested, by application of IMC using 

the estimated residence time, and desired closed loop speed 

twice as fast. This give a controller gain multiplied by 2 and Ti 

divided by 2, therefore: Gain = 4, Ti = 11.25 min. The 

corresponding controller behavior is shown in Figure 6. 
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Fig. 6 Loop response with fast tuning; Gain = 4, Ti =11.25 min 

 

B. Pressure control loop 

In this case, a total of 4 setpoint steps have been applied. The 

first two steps with the preliminary PI settings and the last two 

steps with the corrected Ti. 

 
TABLE III 

PRESSURE CONTROL STEP TESTS RESULTS 

Step # 

Step 

Size 

(barg) 

Controller 

Gain 

Controller 

Ti (min) 

Overshoot 

(%) 

1 0.1 10 10 36 

2 0.1 10 10 26 

3 0.2 10 42 14 

4 0.2 10 42 7 

 

The corresponding trends are given in Figure 7. It should be 

noted that steps 3 and 4 are twice as large as steps 1 and 2. So 

it can be seen that the PV response % overshoot has been 

reduced as expected, although on the graph the absolute values 

of the overshoot appear to be similar. 

 

 

 

 
Fig. 7 Pressure controller trends before and after Ti correction 

 

 

VIII. CONCLUSION 

Integrating process control loops, including levels as well as 

many pressure loops and also a number of temperature loops, 

form a wide class of controllers in the process industry for 

which proper tuning is critical to stabilize operation and operate 

the plant safer and more profitably.  

The method developed in this paper to tune PI loops for 

integrating processes is summarized as follows: 

For levels: two stage procedure with first stage of 
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preliminary tuning based on exploiting equipment dimension 

data and application of the IMC tuning rules; re-tuning as a 

second stage via correction of the integral action from a closed-

loop step test and use of graph in Figure 3 to determine the Ti 

correction factor.  

For non-level integrating processes: Assuming any initial PI 

settings, conduct a closed-loop step test; use the process gain 

estimation formula from equation (12) and apply IMC with the 

estimated gain via equations (6) and (7).  

The method is easy to use and applicable with minimum 

effort; it avoids the time consuming and troublesome open-loop 

test required in a traditional tuning approach.  
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Abstract— The significant effect of CO₂ on global climate and 

the environment has gained more concern worldwide. Enhance oil 

recovery (EOR) associated with sequestration of CO₂ particularly 

into the depleted oil reservoir is considered the viable approach 

under financial limitations since it improves the oil recovery from 

the existing oil reservoir and boosts the relation between global-

scale of CO₂ capture and geological sequestration. Consequently, 

practical measurements are required to attain large-scale CO₂ 

emission reduction. This paper presents an integrated modeling 

workflow to construct an accurate 3D reservoir geological model to 

estimate the storage capacity of CO₂ under geological uncertainty in 

an unconventional oil reservoir of the Paleogene Shahejie Formation 

(Es1) in the block Nv32, Shenvsi oilfield, China. In this regard, 

geophysical data, including well logs of twenty-two well locations 

and seismic data, were combined with geological and engineering 

data and used to construct a 3D reservoir geological modeling. The 

geological modeling focused on four tight reservoir units of the 

Shahejie Formation (Es1-x1, Es1-x2, Es1-x3, and Es1-x4). The 

validated 3D reservoir models were subsequently used to calculate 

the theoretical CO₂ storage capacity in the block Nv32, Shenvsi 

oilfield. Well logs were utilized to predict petrophysical properties 

such as porosity and permeability, and lithofacies and indicate that 

the Es1 reservoir units are mainly sandstone, shale, and limestone 

with a proportion of 38.09%, 32.42%, and 29.49, respectively. Well 

log-based petrophysical results also show that the Es1 reservoir units 

generally exhibit 2–36% porosity, 0.017 mD to 974.8 mD 

permeability, and moderate to good net to gross ratios. These 

estimated values of porosity, permeability, lithofacies, and net to 

gross were up-scaled and distributed laterally using Sequential 

Gaussian Simulation (SGS) and Simulation Sequential Indicator 

(SIS) methods to generate 3D reservoir geological models. The 

reservoir geological models show there are lateral heterogeneities of 

the reservoir properties and lithofacies, and the best reservoir rocks 

exist in the Es1-x4, Es1-x3, and Es1-x2 units, respectively. In 

addition, the reservoir volumetric of the Es1 units in block Nv32 was 

also estimated based on the petrophysical property models and fund 

to be between 0.554368. 

 

Keywords— CO₂ storage capacity, 3D geological model, 

geological uncertainty, unconventional oil reservoir, block Nv32 
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    Abstract—An optimization model has been developed for the 

management of repairable aircraft spares, known as rotables. These 

assets are tracked, high-value items that can be maintained and 

returned to stock for future service. The pool of rotables held in 

support of an airline fleet forms a closed-loop supply chain, as items 

may be maintained for the lifespan of the system (aircraft fleet). The 

optimization model applies a service level goal for the system, which 

is the aggregate of service level thresholds for a large number of line 

items. The inventory holding is optimized for minimal total asset cost 

while meeting a system service level target. By skewing inventory in 

favor of lower-value items, it is possible to maintain the overall 

system service level target with a large reduction in total inventory 

value when compared with inventory calculations performed at the 

individual line-item level. Savings of up to 40% in asset value have 

been demonstrated, compared with conventional inventory planning 

algorithms. The optimization model comprises a large-scale linear 

programming solution using stochastic parameters and has high 

computational intensity. The model has been validated using 

simulation and by successful operational use by aircraft operators and 

maintenance, repair and overhaul operators. It is proposed to apply 

this model to an analogous application in telecommunications 

networks, where valuable network equipment assets may be defined 

in a closed-loop supply chain, whereby spares inventory is 

maintained and held in stock for the lifespan of the operating 

network. Using known reliability metrics (mean time to failure) for 

individual inventory items and by setting service level targets at the 

system level, it is proposed to develop a stochastic-deterministic, 

computationally intensive optimization model to calculate an 

inventory set that achieves minimal inventory investment while 

maintaining system service levels. This project combines supply 

chain development (closed-loop supply chain) with a 

computationally-intensive business analytics application to improve 

an operations management problem (repairable spares inventory 

management) in an evolving field of telecommunications networking 

technology. Inputs required from the industry partner comprise a set 

of inventory data for suitable high-value spares used in support of a 

network, together with reliability data and service level targets. 

 

Keywords—inventory, optimisation, repairables, 

telecommunications  
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Abstract— Many of our daily decisions involve some form of 

risk, may it be investing in stocks, gambling in a casino or trying a 

new cuisine. This risk-taking behavior is part of a decision process 

that has been associated with activity changes in specific prefrontal 

regions of the brain, including the ventromedial prefrontal 

(VMPFC) and the dorsolateral prefrontal cortex (DLPFC) (Fecteau 

et al., 2007; Gianotti et al., 2009), likely activated by the involved 

sub processes of valuation (DMPFC) and executive control 

(DLPFC) (Berkman, 2018; Clark et al., 2017; Gallagher et al., 2009)  

Using non-invasive brain stimulation methods (NIBS), the 

functional role of the DLPFC in risk-taking behavior consistently 

revealed that inhibition of the DLPFC leads to an increase in risk 

taking behavior (Boggio et al., 2010; Fecteau et al., 2007; Gilmore 

et al., 2018). In contrast, the specific, potentially different role of the 

VMPFC for risk taking behavior is less well established. Although 

many brain imaging studies take the activity of these two prefrontal 

areas as indicators of different functions during risky choices (Hare 

et al., 2009; Hutcherson et al., 2012), this differential functional 

contribution is yet to be confirmed.  

Here, we used continuous theta burst stimulation (cTBS) to 

inhibit either the VMPFC or DLPFC during the execution of the 

computerized Maastricht Gambling Task (MGT - Dantas et al., 

2021), allowing us to estimate participants’ risk-taking behavior. 

This enables us to investigate the specific and differential effects of 

TMS-induced inhibition of the DLPFC and VMPFC on both, risk-

taking behavior as a whole, and the valuation process in particular.  

We hypothesized that, compared to sham stimulation, VMPFC 

inhibition would lead to a reduction in risk-taking behavior by 

reducing the participants’ choice of  average values, whereas the 

TMS-induced inhibition of the right DLPFC (rDLPFC) would lead 

to an increase in risk taking due to a reduction in cognitive control 

(Knoch et al., 2006).  

In a within-subject design, 33 participants were asked to complete 

the MGT before and after receiving either VMPFC, rDLPFC or 

sham stimulation in separate, counterbalanced sessions. 

Transcranial magnetic stimulation (TMS) was applied with a 

MagPro X100 stimulator using a double cone coil (Magventure, 

Denmark) at 100% resting motor threshold.  

Stimulation of  both the rDLPFC and the VMPFC led to an 

increase in risk-taking behavior (beta = -0.47, t(8847) = -2.98, p < 

.01beta = -0.45, 95%, t(8847) = -3.01, p < .01; respectively). We 

also found a significant medium positive increase in the average 

valuation after both DLPFC (beta = 0.67, t(8847) = 2.63, p < .01) 

and VMPFC stimulation (beta = 0.71, p < .01). 

Inhibition of DLPFC and VMPFC both increased risk-taking 

behavior as well as choice valuation, compared to sham, not 

showing the expected difference in functional roles of those brain 

regions in risk-taking. SIMNIBS simulations confirmed distinct 

stimulation areas (using our methodology) when targeting DLPFC 

and VMPFC, suggesting that we have successfully targeted both 

regions distinctively. Therefore, our results indicate that inhibiting 

them separately leads to no differential effects in risk taking 

behavior or valuation. The strong anatomical and functional 

 
Aline Dantas is with the Maastricht University, Netherlands (e-mail: 
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interconnection of the VMPFC and DLPFC has already been stated 

in numerous studies (Figner et al., 2010; Hare et al., 2009; 

Hutcherson et al., 2012; Rudorf & Hare, 2014). The here presented 

rTMS results indicate that these two areas are also intrinsically 

working together during the processing of risk and valuation. 
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Abstract— Recent research has shown that gut microbiota can 

influence the interaction between the central and the enteric nervous 

system via the gut-brain axis (GBA). Neural activity in brain regions 

linked to basic emotional as well as cognitive processes have already 

been shown to be affected by manipulations of the gut microbiota. 

Whether such gut microbiota manipulations also affects human 

decision making, however, remains largely unknown. Based on 

previous studies in animal models and indications from 

neuroimaging studies, we here test the effects of the gut-brain axis 

on decision-making under risk and intertemporal choices.  

In a placebo-controlled double-blinded design, with two sessions 

separated by 28 days, during which participants received daily doses 

of probiotics (or placebo), we investigated whether the prolonged 

and controlled intake of probiotics affects risk-taking behavior and 

intertemporal choices using incentivized games.  

We found a significant decrease in risk-taking behavior and 

increase in future-oriented choices in the probiotics group, as 

compared to placebo. These findings provide first direct 

experimental evidence for the functional role of the microbiota-gut-

brain axis on decision-making, creating a path for potential clinical 

applications and allowing for a better understanding of the 

underlying neural mechanisms of risk-taking behavior and 

intertemporal choices. 

 

Keywords— gut-brain, probiotics, risk, intertemporal choice. 
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Abstract— The limitations of stated preference (SP) methods for properly estimating the 

willingness to pay (WTP) for the non-use value of environmental goods are well known. One of 

them is the potential appearance of insensitivity to scope that is part of embedding effect (EE) 

whose presence leads to conflicts with rationality in the consumer’s choice, generating WTP 

that are not very useful to efficiently assign the public resources destined to their conservation. 

This is important in the case of biodiversity conservation, whose valuation based on SP mostly 

uses questionable representations that would potentially generate the emergence of the EE, not 

fulfilling NOAA requirements to be taken into account as public policies. A review of SP 

studies shows that the vast majority of them suffer from some type of defect that makes them 

not recommended to apply. 

Keywords— biodiversity conservation, embedding effect, sensitivity scope, plausibility, stated 

preferences. 

1. Introduction  

Biodiversity conservation may be considered as a public good, that is a good for which there is 

no rivalry or exclusion in its consumption (Boyle et al., 1998). Public goods lack of markets that 

could provide information regarding its relative scarcity (Arrow et al., 1996), making it difficult 

to evaluate policies orientated to its conservation. Biodiversity is an essential input for many 

ecosystem services, and therefore, the economic value of biodiversity could be derived through 

the value of those ecosystem services. Nevertheless, there have been several attempts to value 

biodiversity on its own (Jacobsen et al., 2008; Jacobsen et al, 2011; Bakhtiari et al, 2013; 

Remoundou et al., 2015). In these studies, biodiversity is usually treated as a source of non-use 

value, whose estimation relies on stated preferences (SP) techniques, such as contingent 

valuation (CV) or choice experiments (CE). SP require the implementation of surveys that 

create hypothetical markets to respondents aiming to capture people’s preferences for changes 

in the quantity or quality levels of some biodiversity proxies (Kahneman & Knetsch, 1992; 

Constanza et al., 1997; Hanemann, 1999; Rolfe & Windle, 2012; Martin-Ortega et al., 2015). 

These preferences are then translated into monetary terms to construct welfare measures with 
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which various public policy proposals in favor of conservation can be evaluated (Rudd, 2009; 

Lew et al., 2010; Wallmo & Lew, 2016; Spencer-Cotton et al., 2018).  

There are so far numerous applications of CV and CE on biodiversity valuation (Jorgensen et 

al., 2001; Olar et al., 2007; Jin et al., 2010; Bakhtiari et al., 2013; Borzykowski et al., 2017; 

Vedogbeton et al., 2020). These techniques have been criticized because of their potential to 

generate results inconsistent with the economic theory of rational consumer choice (Diamond et 

al., 1993; Adams et al., 2008; Nijkamp et al., 2008; Szabó, 2011; Ferrini & Turner, 2018).  

These critics are not exclusive to biodiversity’s valuation, but they are especially relevant in this 

context. These allegedly inconsistencies can be grouped into three groups (Hoevenagel, 1996; 

Czajkowski & Hanley, 2009): inadequate survey design, “warm glow” effect1, and embedding 

effect (EE).  

Hanemann (1994) indicates that the EE includes three effects: sequence, additivity, and 

sensitivity to scope; Carson & Mitchell (1995) facilitate advances in sensitivity to scope, 

identifying two types of nested goods: i) “quantitative nesting” that occurs when the goods in a 

list, say A, B and C are distinguished only by the magnitude of one argument in a multivariate 

utility function; and ii) “qualitative nesting” that occurs when the goods are distinguished by 

changes in more than one argument in a multivariate utility function. Bateman et al. (2004) add 

two aspects not considered: i) “inclusive list” when goods are presented as additions or 

subtractions from any good versus “exclusive list” when goods are presented as alternatives to 

any other goods given; and ii) the visible choice set that is related with the study design and 

consists in the full extent of purchase options which will be made available in the course of that 

exercise for the respondents. 

Although some researchers claim that the EE’s presence generates a conflict with behavioral 

economic theory and weakens the results of SP studies (Loomis et al, 1993; Pouta, 2005; Ojea 

& Loureiro, 2009; Morse-Jones et al., 2012), others argue that this is not the case (Jorgensen et 

al., 2001; Olar et al., 2007; Ressurreição et al., 2012). In that sense, the insensitivity to scope 

can be explained by the reduction of marginal utility as a sign of satiety (Rollins & Lyke, 1998; 

Wheeler & Damania, 2001; Olar et al., 2007; Jacobsen et al., 2011; Lew & Wallmo, 2011), or 

could appear in a certain point as a threshold (i.e., a minimum viable population for a species) 

(Ojea & Loureiro, 2009). 

For example, the interviewee expresses interest in protecting the first 100 ha of zone Z. From 

then on, and there may be little or no interest in increasing the protected area since he considers 

that 100 ha is sufficient. In the extreme, conserving an additional 100 ha could even lead to 

                                                           
1 The “warm glow” effect occurs when interviewees engage in altruistic behavior in their responses to an asset 

(Martin-Ortega et al.,2015) 
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losses in their well-being. Also, a drastic reduction in marginal utility can be explained by the 

fact that the interviewees are willing to make few transactions of money and environmental 

goods (Amiran & Hagen, 2010). That is, interviewees may be willing to exchange money for 

the first increases in the environmental good, not for additional increases; that is that Utility 

Marginal soon would be equal or near to zero. 

The insensitivity to scope, under certain circumstances, seems to fit in a rational behavior of the 

interviewee or consumer, and its presence should not question the results. These two arguments 

in favor of insensitivity to CV studies’ scope have been strongly challenged by Burrows et al. 

(2017), who found that many CV-based articles did not perform both requirements suggested by 

the NOAA panel in 1993: i) Pass the test of sensitivity to scope, and ii) “Plausibility” that is a 

measure of WTP elasticity [(ΔWTP / WTP0) / (ΔQ / Q0)]. It should be noted that although 

NOAA panel indicates that the results must fulfill “plausibility”, it does not indicate the 

measure and value that should be taken account as a decision indicator. Some authors as 

Whitehead (2016) take an elasticity of 0.20 and others as Burrows et al. (2017) take a value of 

0.50, so the value is not defined and could be denominated as an arbitrary value. One aspect to 

take into account is that Burrows et al. (2017) only take account studies that use tests of external 

consistency (split samples); they assume consistency for internal tests (non-split samples) 

because they point that it is the same person who chose in different moments respect the same 

valuation. 

Even though, insensitivity to scope is present in many assessment studies based on CV, its 

presence in biodiversity conservation valuations seem to be even more widespread. The 

problem appears to be exacerbated by biodiversity representation in SP studies (Nunes & van 

den Bergh, 2001; Jacobsen et al., 2008; Bartkowski et al. 2015). 

Species and habitats representations as quantitative terms can be conducive to the interviewee’s 

understanding of biodiversity; however, the problem is that the former term is equivalent to a 

single component of biodiversity, while the latter can be very broad and unspecific (Ring et al., 

2010; Bartkowski et al., 2015), generating assets that are indistinguishable from the perspective 

of the interviewee so, it could be a source of insensitivity to scope.  

For example, representations of biodiversity from uncharismatic and unrecognized species can 

make variations in the property equally perceptible to interviewees and can generate 

insensitivity to scope (Boyle et al., 1998; Jacobsen et al., 2008; Ojea & Loureiro, 2009; Morse-

Jones et al., 2012). Likewise, interviewees may perceive that biodiversity conservation is only a 

task for the government, avoiding the actual declaration of their WTP (Jin et al., 2010). In 

addition, if conservation actions have a negative effect on employment and economic activity in 

an area, this may negatively affect people’s preferences (Pouta, 2005). Failures in the adequate 
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appreciation of biodiversity and its hypothetical market by the interviewees may translate into 

zero or even negative marginal utility (which would be reflected in the insensitivity to scope), 

and thus even to making decisions against welfare (Carson & Mitchell, 1995; Morrison, 2014; 

Mwebaze et al., 2018). 

Functionality is an uncommon representation as qualitative and quantitative proxy of 

biodiversity, which goes beyond an isolated group of species or areas, and is equivalent to the 

interrelation of agents that generate stability and resilience in ecosystems, and may represent in 

a better way the changes and impacts on human well-being (Bartkowski et al., 2015). This could 

be a better option to represent biodiversity (Bartkowski, 2017); however, interviewees may not 

be very familiar with functionality (Ring et al., 2010; Bakhtiari et al., 2013; Bartkowski et al., 

2015, Jordano, 2016), although there is evidence to suggest otherwise (Rajmis et al. 2009).  

Not all the countries have the same kind and richness of biodiversity. In fact, exist a group of 

countries which possess at less 70% of biodiversity on the planet; these countries are known as 

Megabiodiversity Countries (MC). This point should not go unnoticed, because it is not the 

same to use Specie and Habitat representations in a small area where live just a small quantity 

of species, than in an area of thousands or millions hectares where live hundreds or thousands 

species, that is the case of MC. In that sense, it is not the same to lose 10 species in a Non-MC 

than lose 10 species in a MC; in the latter the loss could be less perceived than in the formers. 

If SP methods are tools for biodiversity conservation valuation, then they must be applied 

appropriately and provide results consistent with economic theory. The presence of EE due to 

insensitivity to scope and the questionable representation of biodiversity would limit the 

potential for biodiversity studies to be seriously considered in decision making.  

Therefore, it is proposed to identify the fulfill of NOAA panel requirements and recognize 

whether insensitivity to scope in SP studies is linked to representation and richness biodiversity. 

 

2. Methodology 

The first step was to compile the studies on the economic valuation of biodiversity based on 

indexed journals using SP (CV and CE). The second step was to identify the presence of 

sensitivity to scope; then we estimate “plausibility” results. Third, we classify the studies by 

method used and according to the proxy that represents biodiversity in the following way: 

species (S), habitat (H) and functionality (Fx).  

For both methods, we represent the results of sensitivity to scope with letters. Studies that pass 

the scope tests are marked with a “P”, those that fail the scope test are marked with an “F”, and 
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those with mixed2 results are marked with an “M”. When possible, we estimate the plausibility 

and mark with a square (■) if the study was developed in a MB country. We identify if the study 

used Split or Non-Split samples. 

With this information we summarize the information in bar graphs and tables, for each 

technique.  

 

3. Results and discussion 

Contingent Valuation 

We identified 78 studies that applied Contigent Valuation (CV) for valuing biodiversity 

conservation from two types of representations: Species (S) and Habitat (H). Studies that 

represent biodiversity from Species not use always the same kind and number of species of 

animals and/or plants. In some cases, authors use “flagship” and “very known” species, with 

which respondents feels closely identified, as: fishes (McDaniels et al., 2003), mammals 

(Tanguay et al., 1993; White et al., 2001; Giraud & Valcic, 2004; Boxall et al., 2012; Frontuto 

et al., 2017), while others use conservation situation of species (Veisten et al., 2004a, Poe et al., 

2005; Stithou & Scarpa, 2012). 

We identified that “S” representation, in the majority of cases (29 studies) represent small 

quantities of species of the valued place and probably of the country. That is the case of 

migratory birds whose conservation has been valued many times in USA (Desvousges et al., 

1992; Boyle et al., 1994) but only from two species and up to 200,000 birds that represent only 

20% of all bird populations that fly over that air corridor. Jakobsson & Dragun (2001) and 

Vargas & Díaz (2014) valued conservation programs for Australia and Colombia, respectively 

using only one of hundred species that represent less of the 5% of animals that inhabit those 

places. 

On the other hand, we find studies (30) that represent biodiversity with a place characterized 

mainly by its size (hectares, square kilometers, square miles, or an iconic place) denominated as 

“Habitat”; for example: wilderness areas (Gilbert et al., 1991; Diamond et al., 1993; McFadden 

& Leonard, 1993; McFadden, 1994), rivers (Brown & Duffield, 1995), wetlands (Powe & 

Bateman, 2004; Whitehead et al., 2009; Pattison et al., 2011), and forests (Adams et al., 2008; 

Borzykowski et al., 2017).  

 
2 It is considered a mixed result when sensitivity to scope is detected in one part and insensitivity to scope in another 

part of the same study when the same scenario or attribute is used. Some studies with this type of result are Veisten et 

al. (2004a), Olar et al. (2007), Jin et al. (2010), Boxall et al. (2012), Cerda et al. (2013), and Spencer-Cotton et al. 

(2018). 
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In other cases (19) both representations “Species + Habitat” were used together to explain 

scenarios to interviewees (Berrens et al., 1996; Lehtonen et al., 2003; Baral et al., 2007; Khai & 

Yabe, 2014).  

We found that 15 studies passed sensitivity to scope test, and 20 studies showed mixed results. 

However, we found 43 studies that: i) not passed sensitivity test (Desvousges et al., 1992, 

Diamond et al., 1993; McFadden, 1994; Brown et al., 1995; Loomis & Ekstrand, 1997) and/or 

ii) authors did not take account sensitivity to scope tests in their papers (Bergstrom & Stoll, 

1987; Samples & Hollyer, 1990; Moran, 1994; White et al., 1997). 

From the 15 studies that passed sensitivity to scope test (6 use “E”, 4 use “H”, and 5 use 

“E+H”). We could measure the “adequacy” or “plausibility” in 14 of them. Reasons why we 

cannot measure “plausibility” are: we do not have data or a base situation to do an estimation.  

In some cases, “status quo” and levels have categorical values as: “minor-major” (Carson & 

Mitchell, 1995), “types of program conservation” (Kontoleon & Swanson, 2003; Lehtonen et 

al., 2003; Nunes & Schokkaert, 2003). 

 

Following to Whitehead (2016) and Burrows et al. (2017) we found 10 studies in which there 

have sensitivity to scope and “plausible” results at less in part of them, from: “S” (Carson et al., 

1994; Carson & Mitchell, 1995; Jakobsson & Dragun, 2001; Stanley, 2005; Boxall et al., 2012; 

Forbes et al., 2015), “H” (Blomquist & Whitehead, 1998; Alvarez-Farizo et al., 1999; Powe & 

Bateman, 2004; Brouwer et al., 2016), and “S+H” (Berrens et al., 1996; Berrens et al., 2000; 

Kontoleon & Swanson, 2003; McDaniels et al., 2003; Tonin, 2019). It is important to mention 

that a plausibility result higher than 0.50 not ensure to pass sensitivity test; as we identify in 

White et al. (2001), Lehtonen et al. (2003), and Black et al. (2010). 

Unlike what was proposed by Burrows et al (2017), we reviewed both types of test consistency, 

and found that most of the results come from Split samples (65). 
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  P M F 

Split 14 20 31 

Non-Split 1 0 12 

 

Retaking the studies that passed sensitivity and plausibility test, we noted that none of them was 

developed in a Megabiodiverse Country (MC). We found 9 studies developed in MC, but none 

of them fulfill any of NOAA requirements; only in Svedsäter (2001) and Adams et al. (2008) 

we identified a plausibility near to 0.20 but it did not fulfill sensitivity test. 

Choice Experiment 

We identified 102 studies that used Choice Experiments (CE) for valuing biodiversity 

conservation. Unlike CV studies, in this group appears in addition to “S” and “H”, some cases 

that represent biodiversity from Functionality (Fx). According to Bartkowski et al. (2015) and 

Jordano (2013), Fx is the interrelations between species which not all the species have the same 

importance; there are key species -no populations of them- with more important roles than 

others, contributing to the stability and resilience of biodiversity. 

Similar to CV analysis, we identified CE cases where authors study: only one or a small 

quantity of species (Hanley et al., 2003; Olar et al., 2007; Hoyos et al., 2012; Yao et al., 2014), 

iconic or flagship species (Christie et al., 2006; Christie et al., 2007; Morse-Jones et al., 2010; 

Cerda & Losada, 2013; Hausmann et al., 2015), or categorical levels in general (Carlsson et al., 

2003; Birol et al., 2006; Eggert & Olson, 2009; Mc Vittie & Morán, 2010; Jacobsen et al., 

2011).  

On the other hand, habitats are presented as: different size areas (Rolfe et al., 2000; Rolfe & 

Windle, 2012; Rogers et al., 2013; Shoyama et al., 2013; Estifanos et al., 2019), and/or places 

where live species (Meyerhoff et al., 2009; Thiene et al. 2012; Hausmann et al., 2015; He et al., 

2016; Pakalniete et al., 2017).  

The third representation Functionality appears in six studies (Czajkowski et al., 2009; 

Czajkowski & Hanley, 2009; Cerda et al., 2012; Bakhtiari et al., 2013; Rambonilaza & Brahic, 

2016; Bakhtiari et al., 2018) and it is related with the definition that we mentioned earlier. 

Summarizing, we identified 56 cases that use only “S”, 2 cases that use only “H”, and none that 

use exclusively “Fx”. Moreover, we found some cases in which authors used more than one 

representation of biodiversity: “E+H” (38), “E+Fx” (3), and “E+H+Fx” (3). It is important to 

say that 31 cases used “Split” simples and 71 cases used “Non-Split” samples. 

Only 14 passed sensitivity to scope test, and 12 showed mixed results -showing in two cases 

signs of sensitivity to scope for Fx attribute-. For these 26 studies, we found three kind of 
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situations: i) authors estimate sensitivity to scope tests (Olar et al., 2007; Lew & Wallmo, 2011; 

Spencer-Cotton et al., 2018); ii) authors that mention existence of sensitivity to scope (Lehtonen 

et al., 2003; Chhun et al., 2013; Grilli & Notaro, 2019); iii) authors who do not estimate 

sensitivity test, but whose results shows sensitivity to scope from confidence intervals (Christie 

et al., 2007; Borger et al., 2015; Boeri et al., 2020). 

On the other hand, we found 76 cases in which there was no sensitivity signs due to: i) they did 

not pass internal consistency tests (Czajkowski & Hanley, 2012; Jacobsen et al., 2012; 

Pakalniete et al., 2017; Tan et al., 2018), contrary to what is stated by Burrows et al. (2017); and 

ii) cases that were only valuing a specific situation, leaving aside NOAA requirements (Horne et 

al., 2005; Do & Bennett, 2008; Veríssimo et al., 2009).  

From the 14 studies that passed sensitivity to scope test (10 use “S”, 2 use “H”, and 2 use 

“E+H”), we could estimate the “adequacy” or “plausibility” at less in part of each all cases; 

having that in 8 and 6 cases used internal and external consistency tests, respectively.  

We had some inconvenient, the same of CV cases, to estimate “plausibility”. In some cases, in 

addition, we found “status quo” situations had a willingness to pay (WTP) USD 0, so we 

decided to put a WTP of USD 1 to operate mathematically and estimate the elasticity that 

represents “plausibility”. In other cases, results could be questioned, since the values of 

qualitative levels could be assumed or accommodated by researchers and decision makers, to 

obtain expected results. 

 

 

Following CV analysis, we identified 13 studies developed in a MC using “E” (8), and “E+H” 

(5) representations, one from a “Split” sample and 12 from “Non-Split” samples. Only in Wang 
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et al. (2014) applied in China and Estifanos et al. (2019) applied in Ethiopia, we found signs of 

sensitivity to scope and plausibility, both from “Non-Split” samples, and using “S” and “S+H”, 

respectively. 

  P M F 

Split 6 7 18 

Non Split 8 5 58 

 

An important issue that we noted is that in some CE studies, the authors analyzed not only 

biodiversity conservation but other attributes, proposing final scenarios to evaluate policy 

impacts. For example, Dechasa et al. (2020) and Hou et al. (2020) did not apply sensitivity to 

scope tests to every attribute, however after their analysis they propose scenarios with 

significative attributes and levels. In this sense, scenarios could be designed with levels that 

fulfill NOAA requirements, to evaluate them and finally develop public policies.   

 

4. Conclusions 

Based on a review of studies that economically value biodiversity conservation, it was found 

that, in those based on CV, only a small fraction (19%) satisfactorily fulfilled the scope tests. 

Most of the studies conducted in CE did not pass sensitivity to scope tests (75%); in 97% of 

them appear exclusively “Habitat” and “Species” as biodiversity proxies, which has been 

questioned in the literature as potential sources of insensitivity to scope and, therefore, of the 

embedding effect. Moreover, just 16% of the studies (from SP methods) fulfill NOAA 

requirements (sensitivity to scope and plausibility). This indicates that most of the results of 

these studies are questionable and therefore of limited scope in decision making.  

Few studies (3%) have used the functionality as a biodiversity proxy. Apparently, its use should 

offer a better image and information to interviewees and thus, satisfy the sensitivity to scope, 

fitting the results to the economic theory of consumer choice. Although it is true that all studies 

that used this proxy passed the sensitivity to scope tests its still limited application in the 

literature does not allow us to ensure that such a proxy always provides adequate results. 

Nevertheless, it is recommended that future researches based on SP incorporate quantitative 

measures to facilitate the evaluation of the scope effect and plausibility. 

We think that CE could be a good method to value biodiversity conservation, but not only 

considering one representation but the three we mentioned in this paper, and not only from 

“Split” samples. Special attention deserves cases that develop in places with a large number of 

habitats and species (MC). 
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In that sense, we need to carefully define the levels of the attributes with the support of a 

multidisciplinary team, and point out that the valuation is exclusively for biodiversity 

conservation. We believe that it is necessary that the attributes (Species, Habitat and 

Functionality) fulfill NOAA requirements separately, and then together in order to elaborate 

public policies whose objective is to maximize well-being. 

All this suggests that, despite decades of experience in applying SP in the economic valuation of 

biodiversity conservation, much work remains to be done so that studies of this type can be 

considered methodologically sound and valid for decision making. 
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Table 3.1: Economic valuation studies of biodiversity conservation based on CV 
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Table 3.2: Economic valuation studies of biodiversity conservation based on CE 
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Abstract— Established consumer goods manufactures are 

increasingly pursuing a direct-to-consumer (D2C) strategy, which 

means selling directly to the customers. In 2014, 56% of the 

manufactures in the UK had D2C strategies in place whereas this 

share increased to 73% in 2019. Going direct and bypassing 

intermediaries belongs to the channel selection strategies of vertical 

integration, namely forward integration. It is linked with a decrease 

in transaction-related costs, can lead to higher profits for 

manufacturers and addresses the double marginalization problem. 

D2C strategies also expand a manufacturer’s understanding of 

consumers and their behaviour. On the other hand, D2C strategies 

also have disadvantages including channel conflicts and the need for 

new competencies. Moreover, the addition of channels does not 

automatically lead to an increase in company value. Previous 

research showed that launching a D2C strategy is not the major 

obstacle for consumer goods manufacturers, but rather the 

development afterwards. Difficulties may be the lack of financial 

resources to drive traffic to their stores, a loyal customer base and 

brand awareness. Consequently, many D2C strategies do not 

generate a lot of revenue yet, but rather are pause in the start-up 

stage. However, some manufacturers like Nespresso, Omega or 

Nike have been capable to increase D2C revenues significantly over 

the last years. The conditions required to achieve the desired revenue 

growth are unknown. Moreover, as the perspective of managers of 

consumer goods manufacturers is decisive, the investigation of 

prerequisites they consider as necessary to grow the revenues of 

D2C strategies is of great interest. Therefore, this study conducted 

eight first-round interviews followed by 2 x 8 interviews with the 

same participants to deepen and validate the first-round results (total 

24). Commitment, capabilities, culture and customer transformation 

management (i.e., switching from a Business to a Consumer focus) 

were revealed as crucial prerequisite dimensions. These four 

dimensions correspond to certain company levels: Commitment is 

mainly required from the top management, capabilities and 

customer transformation management are middle management 

related dimensions and culture is a company-wide one. These 

findings contribute to the literature stream about D2C strategies. 

They improve the understanding of the conditions required for 

revenue growth of this strategic option for consumer goods 

manufacturers. The managerial implications of these findings come 

in different ways. The prerequisite dimensions can be used by 

managers as guidance either when considering to go direct, to assess 

existing implemented D2C strategies or to figure out potential fields 

of improvement. 

 

Keywords— consumer goods manufacturers, direct-to-

consumer strategy, prerequisite, vertical integration. 
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Abstract— To reduce uncertainties evolving from a lack of 

foreign business knowledge and make export more cost-efficient, 

small- and medium-sized enterprises (SME) tend to develop an 

export strategy involving overseas sales agents. In regard to the 

coordination of the relationship to sales agents, manufacturers face 

numerous problematic aspects and challenges. Therefore, the 

guidance and management of sales agents in export markets are 

assumed to be a central success factor. This study identifies factors 

influencing the success of export relationships between German-

based manufacturing SMEs and their independent sales agents. The 

theoretical foundation of the research is the principal-agent problem. 

Hence, a special focus lies on the identification of measures, that are 

used to control and motivate sales agents, due to the geographic and 

cultural distance, that causes information asymmetry and 

misunderstandings. While motivation research in the export-import ( 

(E-I) literature generally lacks in the context of cross-border 

relationships, only little attention has been given to the effects of 

control measures on export performance in the SME context. 

Furthermore, the study assumes, that export-related processes are 

different in an SME context compared to investigations with larger 

firms. This is due to the fact, that SMEs oftentimes encounter 

resource inadequacies. Thus, this study aims to contribute to the E-I 

research stream by highlighting differences in-factors, that influence 

export success depending on firm size. A mixed-method research 

design, comprising qualitative interviews with CEOs and export 

managers of German manufacturing SMEs and data from an online 

survey, are employed to address these topics. Due to the prominent 

practical relevance, the study intends to provide extensive 

recommendations for action and measures to implement a feasible 

international sales agent management system in manufacturing 

SMEs. Special attention will be paid to control and motivation 

measures, that are applicable for resource-poor SMEs. 

 

Keywords—Export Management, Exporter-Importer 

Relationships, Independent Sales Agents, Small and Medium 

Enterprises  
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Abstract— Technology are emerging and Internet user 

increasing rapidly and now the use of Social Media also expanding 

not only for personal use but also for company Brand. Now 

Marketing specialist this days also believe that using Social Media 

is effectively to boost its Company Brand with more effectively than 

conventional way. Indonesia is one of a country that have rapid user 

in interner user and third largest population in the world. With so 

many social media platform that serve the end customer, The 

objectives of the study is to analyze the use of social media platform 

that customer use related to a brand and content that trigger their 

behavior using a case study of XYZ Brand. Fresh fruits industry 

were categorize as impulsive product and heavily depends on offline 

marketing strategy to engage to the customer and XYZ Brand were 

market leader in fresh fruit in Indonesia market. Since the industry 

characteristic were quality are important factor not in retail and 

customer, XYZ brand need to find another way to communicate the 

brand to digital. As the current situation of ‘New Normal’ caused by 

the Pandemic, offline marketing strategy may not as effective as 

before to attract customer to come and buy in store. The study will 

provide a suggestion of digital strategy plan for XYZ Brand by 

maximize the potential tool for social media platform and content 

that trigger the customer behavior in engaging a brand. with many 

platform serve as tool for Brand in communicating their product or 

services XYZ Brand need to optimize it resources and focus to build 

in digital plan to create loyal community. Primary data will be 

gathered using Single Case Study and Qualitative methodology 

through interview from social media user and XYZ brand 

management to identify their needs and insight about behavior in 

using social media and brand information and secondary data also 

will be gathered from company records on social media. The data 

process will be using content analysis approach to analysis the result 

of interview and answer the objective of the study. Using framework 

of customer decision making journey, that from the case study were 

found that each platform serve specific purpose for the customer and 

they only using one or two main social media in following the brand 

and look for information. Specific platform such as Instagram and 

Twitter are main source of platform customer used in following a 

brand or gather information for user in Indonesia. And with the 

emerge of e-commerce that integrated from Brand social media 

platform and integrate to the e-commerce channel become a 

convenient way for the customer to make a purchase. The limitation 

of the study are specifically based from the XYZ Brand in Fresh 

Fruits Industry thus hopefully this study can be as start for 

qualitative research to understand the Fresh Fruit Consumer in 

Indonesia and more specific about the content in Digital Social 

Media use relatively to a Brand and being looked by the customer 

and their behavior in digital social media.. 

 

Keywords— digital marketing, social media, qualitative content 

analysis, fresh fruits. 
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Abstract—Metal-organic frameworks (MOFs) have drawn 

scientists’ attention for decades due to its high specific surface area, 

tunable pore size and relatively low temperature for regeneration. 

Bearing with those mentioned properties, MOFs has been widely used 

in various applications, such as adsorption/separation and catalysis. 

However, the current challenge for practical use of MOFs is to 

effectively shape these crystalline powder material into controllable 

forms such as pellets, granules and monoliths with sufficient 

mechanical and chemical stability, while maintaining the excellent 

properties of MOFs powders. Herein, we have successfully 

synthesized an Al-based MOF powder which exhibits a high water 

capacity at relatively low humidity conditions and relatively low 

temperature for regeneration. Then the synthesized Al-MOF was 

shaped into granules with particle size of 2-4 mm by (1) tumbling 

granulation, (2) High shear mixing granulation and (3) Extrusion 

techniques. Finally, the water vapor adsorption rate and crush strength 

of Al-MOF granules by different shaping techniques were measured 

and compared. 

 

Keywords—granulation, granules, metal-organic frameworks, 

water vapor adsorption.  
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    Abstract— Metal-organic frameworks (MOFs) with their specific 

properties and the possibility of tuning the structure represent 

excellent candidates for use in the biomedical field. Their advantage 

lies in large pore surfaces and volumes, as well as the possibility of 

using bio-friendly or bioactive constituents. So-called bioMOFs are 

representatives of MOFs which are constructed from at least one 

biomolecule (metal, a small bioactive molecule in metal clusters 

and/or linker) and are intended for bio-application (usually in the 

field of medicine; most commonly drug delivery). When designing a 

bioMOF for biomedical applications, we should adhere to some 

guidelines for an improved toxicological profile of the material. Such 

as (i) choosing an endogenous/nontoxic metal, (ii) GRAS (generally 

recognized as safe) linker, and (iii) nontoxic solvents. Design and 

synthesis of bioNICS-1 (bioMOF of National Institute of Chemistry 

Slovenia – 1) consider all these guidelines. Zinc (Zn) was chosen as 

an endogenous metal with an agreeable recommended daily intake 

(RDI) and LD50 value, and ascorbic acid (Vitamin C) was chosen as a 

GRAS and active linker. With these building blocks, we have 

synthesized a bioNICS-1 material. The synthesis was done in ethanol 

using a solvothermal method. The synthesis protocol was further 

optimized in three separate ways. Optimization of (i) synthesis 

parameters to improve the yield of the synthesis, (ii) input reactant 

ratio, and addition of specific modulators for production of larger 

crystals and (iii) differing of the heating source (conventional, 

microwave and ultrasound) to produce nano-crystals. With 

optimization strategies, the synthesis yield was increased. Larger 

crystals were prepared for structural analysis with the use of a proper 

species and amount of modulator. Synthesis protocol was adjusted to 

different heating sources, resulting in the production of nano-crystals 

of bioNICS-1 material. BioNICS-1 was further activated in ethanol 

and structurally characterized, resolving the crystal structure of new 

material.  
  

     Keywords— ascorbic acid, bioMOF, MOF, optimization, 

synthesis, zinc ascorbate 
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    Abstract— High-entropy alloys (HEAs) have gained significant 

attention due to their great potential as functional and structural 

materials. HEAs have very good mechanical properties (in particular, 

alloys based on CoCrNi). They also show the ability to maintain their 

strength at high temperatures, which is extremely important in some 

applications. AlCoCrFeNi alloy is one of the most studied high-

entropy alloys. Scientists often study the effect of changing the 

aluminium content in this alloy, because it causes significant changes 

in phase presence and microstructure, and consequently affects its 

hardness, ductility and other properties. Research conducted by the 

authors also investigates the effect of aluminium content in 

AlxCoCrFeNi alloy on its microstructure and mechanical properties. 

AlxCoCrFeNi alloys were prepared by vacuum induction melting. 

The obtained samples were examined for chemical composition, 

microstructure and microhardness. Three-point bending method was 

carried out to determine the bending strength, bending modulus and 

conventional bending yield strength. The obtained results confirm the 

influence of aluminium content on the properties of AlxCoCrFeNi 

alloy. Most studies on AlxCoCrFeNi alloy focus on the determination 

of mechanical properties in compression or tension, much less in 

bending. The achieved results provide valuable information on the 

bending properties of AlxCoCrFeNi alloy and lead to interesting 

conclusions. 

 

Keywords— bending properties, high-entropy alloys, induction 
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Abstract—Over the past decades of research and development, 

metal-organic frameworks (MOFs) are gradually coming out of the 

laboratories to solve real-world problems with unlimited applications. 

However, their powdered condition presents difficulty in utilizing 

them widely in actual practices. Depending on the envisioned 

applications, MOFs will be desired to integrate as an application-

oriented form for example thin films into a microelectronic device to 

achieve the desired performance. Hence, atomic layer deposition 

(ALD) as a gas-phase technique was designed to coat thin films of 

numerous materials onto any target substrates. ALD produced films 

with excellent controls on film thickness, composition, conformity, 

very low pinhole, and particle levels on planar substrates even on the 

high aspect-ratio structures. Given these excellent properties, the 

ALD technique has been used worldwide as a reliable tool to coat 

films or fabricate membranes in different fields of applications. In 

this regard, ALD promises to deposit MOFs films onto the target 

substrates and assist the visibility of MOFs technologies by 

facilitating MOFs devices integration. In this review, the past ALD 

research efforts towards MOFs films growth, post-synthetic 

functionalization, and devices integration will be summarized. In this 

context, the parallel advancements such as lessons or concepts from 

other technologies to be beneficial were also drawn to guide further 

optimization and improvement of applications based on MOFs-

enabled technologies. The overview from the literature on the current 

technology readiness level (TRLs) of MOFs technologies indicated 

the up-to-date MOFs research, development, and innovation (RD&I) 

are still between TRL3 and TRL4. Taking technology from 

laboratory pieces to device integration is always a challenge, and 

their progression towards higher TRLs needs collective 

advancements from other technologies.  

 

    Keywords— Atomic layer deposition, Metal-organic 

frameworks, Technology readiness levels, Visibility of MOFs 

technologies 
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Abstract— In this work, polyethylene-based MOFs have been 

synthesized and used as an adsorbent in the removal of Cd, Pb and Cr 

from wastewater and acid mine effluents using adsorption batch 

system. X-Ray Diffraction, Fourier transform infrared spectroscopy, 

Brunnuer-Emmet-Teller and transmission electron microscope were 

used for structural, morphological and surface characteristics of MIL-

101(Fe). The concentration of heavy metal ions in water samples was 

measured by inductively coupled plasma optical emission 

spectrometry. Different experimental factors/variables (such as 

contact time, shaking speed or sonication, dosage, temperature and 

pH) affecting the adsorption of metals were optimized using 

multivariate optimisation. The nature of the adsorption process was 

investigated using Langmuir, Freundlich and Temkin isotherm 

models. Furthermore, the adsorption mechanism was investigated 

using five kinetic models, that is, pseudo-first order, pseudo-second 

order, intraparticle diffusion, Elovich model and Boyd model. 
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Abstract— The class of IV-VI semiconductor nanocrystals, 

among them germanium and lead tellurides, have a great potential 

for mid-infrared optoelectronic devices, such as photon detectors 

and laser emitters, in addition to energy conversion systems, such as 

solar cells, owing to their narrow bandgap energy. Moreover, their 

ability to undergo a structural ferroelectric phase transition qualifies 

them for ferroelectric random-access memory (FRAM). The present 

study is aiming to investigate the structural, morphological, optical, 

and ferroelectric properties of Pb₅₀₋ₓGeₓTe₅₀ (at different values of 

x) nanocrystals, with a deep focus on increasing the ferroelectric 

phase transition temperature to overcome the first barrier of applying 

them to memory storage devices. Results of atomic force 

microscopy give an indication of the decrement of particle size with 

increasing Ge content as like as obtained from XRD results. The 

optical band gap evaluated shows decrement from 1.53 to 1.45 eV 

with increasing Ge content from 15 at. % to 30 at. %, which is 

considered the optimum optical gap for the solar absorber. 

Ferroelectric properties P-E characteristics show symmetric 

hysteresis loop with increasing coercive field with increasing 

applied frequency from 200 Hz to 2 kHz. 
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     Abstract—This paper uses publicly available data and various 

statistical models to estimate the basic reproduction number (R0) and 

other disease parameters for the early COVID-19 pandemic outbreak 

in Ghana. We  also  test  the  effectiveness  of government  

imposition  of  public health measures to reduce the risk of 

transmission and impact of the pandemic, especially in  the  early  

phase. R0 is  estimated  from  the  statistical  model  as  3.21 using  a  

0.147 estimated  growth  rate  [95% C.I.:  0.137-0.157] and  a  15-day  

time  to  recovery  after COVID-19 infection. This estimate of the 

initial R0 is consistent with others reported in the literature from other 

parts of Africa, China and Europe. Our results also indicate that 

COVID-19 transmission reduced consistently in Ghana after the 

imposition of public health interventions - such as border restrictions, 

intra-city movement, quarantine and isolation - during the first phase 

of the pandemic from March to May 2020. However, the time-

dependent reproduction number (Rt) beyond mid-May 2020 does not 

represent the true situation given there was not consistent testing 

regime in place.  This was also confirmed by the Jack-knife bootstrap 

estimates which show that the positivity rate over-estimates the true 

incidence rate from  mid-May  2020. Given  concerns  about virus 

mutations, delays in vaccination and a possible new wave of the 

pandemic, there is a need for systematic  testing  of  a  representative  

sample  of  the  population  to  monitor  the reproduction number. 

There is also an urgent need to increase the availability of testing for 

the general population to enable early detection, isolation and 

treatment of infected individuals to reduce progression to severe 

disease and mortality.  
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Abstract— Flexure is a crucial component in the fast steering 

mirror (FSM) to provide the capability of passive vibration isolation 

for the system. In this paper, the optimal method is utilized to design 

the flexure satisfying the objective function of mode shape and the 

constraint of fatigue. First, the structure of the flexure is determined 

by 7 design parameters. Then, the Design of Experiment (DOE) 

technique is applied to analyze the influence of 5 dominant factors to 

the characteristics of the flexure. Finally, the finite element method 

(FEM) with modal analysis is carried to virtually investigate the 

performance of the optimal flexure with the passive isolation feature. 

The results show that the designed FSM with optimal flexure meet 

the requirement of mechanical performance. 

 

Keywords—DOE, flexure, modal analysis, optimal design.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
    Long Vu Kim is with the Viettel High Technology Industries Corporation, 
Vietnam (e-mail: longvk1@viettel.com.vn). 

Long Kim Vu, Ban Dang Nguyen 

Optimal Design of the Flexure in Two-axis Fast 

Steering Mirror by Design of Experiment Technique 

59



Conference Proceedings, Amsterdam Netherlands September 16-17, 2021

 

 

  

Abstract— In dynamic boreal forests, fire is an important 

natural disturbance, which drives regeneration and mortality of 

living and dead trees, and thus successional trajectories. However, 

current forest management practices focusing on wood production 

only have effectively eliminated fire as a stand-level disturbance. 

While this is generally well studied across much of Europe, in 

Lithuania, little is known about the historic fire regime and the role 

fire plays as a management tool towards the sustainable management 

of future landscapes. Focusing on Scots pine forests, we explore; i) 

the relevance of fire disturbance regimes on forestlands of Lithuania; 

ii) fire occurrence in the Dzukija landscape for dry upland and 

peatland forest sites, and iii) correlate tree-ring data with climate 

variables to ascertain climatic influences on growth and fire 

occurrence. We sampled and cross-dated 132 Scots pine samples 

with fire scars from 4 dry pine forest stands and 4 peatland forest 

stands, respectively. The fire history of each sample was analyzed 

using standard dendrochronological methods and presented in 

FHAES format. Analyses of soil moisture and nutrient conditions 

revealed a strong probability of finding forests that have a high fire 

frequency in Scots pine forests (59%), which cover 34.5% of 

Lithuania’s current forestland. The fire history analysis revealed 455 

fire scars and 213 fire events during the period 1742-2019. Within 

the Dzukija landscape, the mean fire interval was 4.3 years for the 

dry Scots pine forest and 8.7 years for the peatland Scots pine forest. 

However, our comparison of fire frequency before and after 1950 

shows a marked decrease in mean fire interval. Our data suggest that 

hemi-boreal forest landscapes of Lithuania provide strong evidence 

that fire, both human and lightning-ignited fires, has been and should 

be a natural phenomenon and that the examination of biological 

archives can be used to guide sustainable forest management into 

the future. Currently, fire use is prohibited by law as a tool for forest 

management in Lithuania. We recommend introducing trials that use 

low-intensity prescribed burning of Scots pine stands as a 

regeneration tool towards mimicking natural forest disturbance 

regimes. 

 

Keywords— biodiversity conservation, cultural burning, 

dendrochronology, forest dynamics, forest management, succession 

 

Charles Ruffner, Michael Manton, Gintautas Kibirkstis, Gediminas Brazaitas, Vitas Marozas, 

Ekaterine Makrickiene, Rutile Pukiene, Per Angelstam 

Historic Fire Occurrence in Hemi-Boreal Forests: 

Exploring Natural and Cultural Scots Pine Multi-

Cohort Fire Regimes in Lithuania 

Charles  Ruffner  is  with  the  School  of  Forestry  and  Horticulture, 
Southern  Illinois  University-Carbondale,  Ill  62901-4411  (e-mail: 
ruffner@siu.edu). 
    Michael  Manton,  Gediminas  Brazaitas,  Vitas  Marozas,  Ekaterina 
Makrickiene  are  with  the  Vytautas  Magnus  University,  Faculty  of  Forest 
Science  and  Ecology,  Studentu  13,  LT-53362  Akademija,  Kauno  r., 
Lithuania.
    Gintautas  Kibirkštis,  Rūtilė  Pukienė  are  with  the  Nature  Research 
Centre, Akademijos str. 2, LT–08412 Vilnius, Lithuania.
    Per  Angelstam  is  with  the  Inland  Norway  University  of  Applied 
Sciences,  Faculty  of  Applied  Ecology,  Agricultural  Sciences  and 
Biotechnology, Department of Forestry and Wildlife Management, Campus 
Evenstad, N-2480 Koppang, Norway.

60



Conference Proceedings, Amsterdam Netherlands September 16-17, 2021

 

 

  

Abstract—Geographic Information Systems (GIS) have been 

utilized in numerous spatial problems, such as site research, land 

suitability, and demographic analysis. Besides, GIS have been 

applied in scientific fields like geography, health and economics. In 

business studies GIS have been used to provide insights and spatial 

perspectives in demographic trends, spending indicators and network 

analysis. To date, the information regarding the available usages of 

GIS in Supply Chain Management (SCM) and how these analyses 

can benefit businesses is limited. A systematic literature review 

(SLR) of the last 5-year peer-reviewed academic literature was 

conducted, aiming to explore the existing usages of GIS in SCM. The 

searches were performed in 3 databases (Web of Science, ProQuest, 

and Business Source Premier) and reported using the Preferred 

Reporting Items for Systematic Reviews and Meta-Analyses 

(PRISMA) methodology. The analysis resulted in 79 papers. The 

results indicate that the existing GIS applications used in SCM were 

in the following domains: a) Network/ transportation analysis (in 53 

of the papers), b) Location – Allocation Site Search/ Selection 

(Multiple-criteria decision analysis) (in 45 papers), c) Spatial analysis 

(demographic or physical) (in 34 papers), d) combination of GIS and 

Supply Chain/network optimization tools (in 32 papers), and e) 

Visualization/ monitoring or Building Information Modeling 

applications (in 8 papers). An additional categorization of the 

literature was conducted by examining the usage of GIS in the 

Supply Chain (SC) by the business sectors, as indicated by the 

volume of the papers. The results showed that GIS are mainly being 

applied in the SC of the Biomass Biofuel/Wood industry (33 papers). 

Other industries that are currently utilizing GIS in their SC were the 

Logistics industry (22 papers), the Humanitarian/ Emergency/ Health 

Care sector (10 papers), the Food/ Agro-Industry sector (5 papers), 

the Petroleum/ Coal/ Shale Gas sector (3 papers), the Faecal Sludge 

sector (2 papers), the Recycle and product footprint industry (2 

papers), and the Construction sector (2 papers). The results were also 

presented by the geography of the included studies and the GIS 

software used, to provide critical business insights and suggestions 

for future research. The results showed that research case studies of 

GIS in SCM were conducted in 26 countries (mainly in the USA) and 

that the most prominent GIS software provider was Environmental 

Systems Research Institute’s ArcGIS (in 51 of the papers). This study 

is a systematic literature review of the usage of GIS in SCM. The 

results showed that the GIS capabilities could offer substantial 

benefits in SCM decision making, by providing key insights to cost 

minimization, supplier selection, facility location, SC network 

configuration and asset management. However, as presented in the 

results only eight industries/sectors are currently using GIS in their 
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SCM activities. These findings may offer essential tools to SC 

managers who seek to optimize the SC activities and/or minimize 

logistic costs, and to consultants and business owners that want to 

make strategic SC decisions. Furthermore, the findings may be of 

interest to researchers aiming to investigate unexplored research areas 

where GIS may improve SCM.  

 

Keywords— Supply Chain Management, Logistics, Systematic 

Literature Review, GIS 

 

Geographic Information Systems (GIS) and a 

Breath of Opportunities for Supply Chain 

Management: Results from a Systematic 

Literature Review  
Author Ms Anastasia Tsakiridi (MSc, BSc, GIS Specialist) 

61



Conference Proceedings, Amsterdam Netherlands September 16-17, 2021

Making Vulnerable Road Users More Visible to

Radar : A Communications Inspired Approach

Saeid K.Dehkordi, Giuseppe Caire, Fellow, IEEE

Abstract—Intelligent reflecting surfaces (IRS) are a novel tech-
nology envisaged to significantly improve the performance of next
generation wireless communication networks, utilizing passive
reflecting elements arranged in planar arrays to reconfigure the
wireless propagation environment. This study investigates the
use of Intelligent Reflecting Surfaces for Vulnerable Road Users
(VRU) such as pedestrians, bicycles, and wheelchair users. This
can be made possible by recent advances in IRS technology
and can significantly improve the radar visibility of VRUs. In
this work we propose a potential use case for IRS which aims
to improve the detection of traffic users by automotive radar
irrespective of the object’s orientation which may severely impact
its observable radar cross section. Furthermore, this approach
can be extended to form a network where multiple radar sensors
can become aware of a VRU’s presence even in cases where the
users have not been directly observed by the respective sensor.
Numerical results are provided to show the proposed approach
can enhance the radar detection capability of VRUs and make
the orientation-dependent radar cross section of targets a less
significant challenge.

Index Terms—Joint Radar-Communications, Intelligent re-
flecting surfaces, V2X, VRU

I. INTRODUCTION

In the context of automated driving systems and Vehicle-to-

Everything (V2X) communications envisioned in 5G and be-

yond systems, radar sensors are one the key enabling technolo-

gies [7]. State-of-the-art automotive radars are mostly based

on techniques such as frequency-modulated continuous waves

(FMCW) e.g. Chirp Sequence (CS) while more recently, much

research has been dedicated to the integration of dual function

radar and communications systems commonly referred to as

RadCom, which combine target estimation capability with

communication networks in a single system [6]. The work

in [1] considers a joint radar estimation and communication

system utilizing multi-carrier digital formats based on an or-

thogonal time frequency space (OTFS) principle. As compared

to other sensing techniques such as lidar and vision sensors,

radar systems offer a unique solution for target tracking in

that they can directly estimate the Doppler velocity of objects.

However the Radar Cross Section (RCS) of an object can vary

significantly depending on a multitude of parameters including

physical size, composition material and object orientation w.r.t

to the radar transmitter. In contrast to communications devices,

radar technology operates on a passive regime i.e. the radar

receiver collects the reflected transmit signal from the object

of interest and estimates the target’s parameters from the

Saeid K.Dehkordi and Giuseppe Caire are with the Communications and
Information Theory Group, Technische Universität Berlin, Berlin, Germany
e-mail: s.khalilidehkordi@tu-berlin.de .

received echo. Modern automotive radars typically estimate

range, Doppler velocity and angle of arrival and can produce

an estimate of the target reflection intensity proportional to the

RCS [2]. One of the main challenges with current automotive

radar is the detection of objects referred to as Vulnerable

Road Users (VRU) such as pedestrians and animals which

have weak reflection properties. The detection of VRU’s

poses a great challenge for automotive radar and has been

one the key performance indicators to ensure a widespread

roll-out of highly automated driving systems. A common

approach among industrial manufacturers is to enhance the

radar hardware capability by increasing the electrical aperture

size, which proportionally increases the angular resolution

or to increase the sensitivity of the radar receiver to detect

weaker signatures, and given that most of today’s vehicles with

automated driving capability are equipped with multiple radar

sensors, including short, medium and long range sensors,this

adds up to a prohibitive increase in hardware cost.

On the other hand, in next generation mobile communica-

tions network architectures, significant interest in developing

reconfigurable propagation environments has been shown [4]

[5]. A number of technologies that show promise in achieving

this goal are intelligent reflecting surfaces (IRS) [3], software-

controlled metasurfaces, and re-configurable intelligent sur-

faces [5], which work on the principle of controlling the

reflection of impinging EM waves. In this work we are

particularly interested in IRS where the common assumption

is that the elements in an array similar to that of patch

antenna arrays, can perform passive beamforming via creating

individual phase shifts on the impinging wave. Although in

communication systems, IRS assisted networks can be though

of as an extension to the already well developed relay concepts

such as Amplify-and-Forward (AF), in this work we propose

a different use case for IRS which to the best of the authors’

knowledge has yet not been proposed at the time of writing.

Given the assumption that the IRS can receive information

about the automobile’s position through the mobile device

from the user as explained in the sections that follow, the

proposed approach can be applied for any radar system

including CS. However, with the advancement of RadCom

systems, where the resources including the transmit/receive

array and frequency band used are common among the two

systems and therefore the IRS can be deployed as a passive

device for target detection enhancement, we focus our study

on such systems. In section II a brief mathematical description

of IRS and their working principle are described. Section III-B

provides a description of the system model. In section IV
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numerical results are presented to showcase the viability of

the proposed methodology.

II. BACKGROUND

A. Intelligent Reflecting Surfaces

The hardware implementation of IRS are based on the

concept of metasurfaces discussed in [8], where a metasurface

is described as a two dimensional planar array of metama-

terials (i.e. the thickness of the material is negligible) of

which properties can be digitally controlled. This metasurface

would typically entail a large number of array elements and

the controllable properties include an induced phase shift

and amplitude change of the impinging wave to create a

desired reflection. From a practical perspective such as the

work in [11], electronic device components such as field-effect

transistors (FETs), positive intrinsic-negative diodes(PIN) and

micro-electromechanical system (MEMS) switches have re-

cently been employed to achieve this goal.

III. MATHEMATICAL MODELING

A. IRS Model

In mathematical terms, for an IRS with N elements, the

reflected signal by the nth, n ∈ {1, 2, .., N} element of the

IRS, denoted by yn, is given by multiplying the corresponding

incident signal, denoted by xn, by a complex coefficient, i.e.

yn = βne
jφn where βn ∈ [0, 1] and φn ∈ [−π, π] specify

the reflection coefficient and control the reflected signal’s

amplitude (or attenuation due to passive reflection) and phase

shift, respectively. The IRS array can control the reflection

direction of the incoming wave through setting the values in

matrix Φ which is defined as :

Φ = diag(β1e
jφ1 , ..., βNejφN ) (1)

where in recent studies [13] due to the progress made in de-

veloping lossless metasurfaces which provide perfect reflection

magnitude with an arbitrary adjustable reflection phase, it can

be assumed that all the coefficients βi are equal to 1.

Fig. 1: IRS array composed of N uniformly placed elements.

B. System Model

Consider the scenario in fig.3 where a User Equipment

(UE) is communicating with an automobile. The automobile is

equipped with a ULA of L elements serving as a joint RadCom

system. The RadCom communicates with the mobile UE with

ULA of M elements. In this work we consider the RadCom

system described in [1] where the mono-static fullduplex radar,

conveys a message to its targeted receiver while estimating

parameters of interest related to the same receiver from

the backscattered signal. Note that the IRS has no sensory

capability however it includes a smart controller which can in

practice be implemented using field-programmable gate arrays

(FPGA) connected to a control circuit board responsible for

the adjustment of the reflection amplitude and phase shifts

(βn, φn) of the N array elements described in the previous

section. Through the same HW the IRS can communicate with

other mobile devices such as the mobile UE. This connection

maybe established through a wireless connection such as a

Bluetooth. The complete system process is represented in

diagram2.

In order to provide the required reflection angle for the IRS,

we assume that the Comm. module of the automobiles and UE

can gain an estimate of their respective positions via protocols

such as the IEEE 802.11p standard or other beam alignment

techniques such as the method developed in [10], which relies

on compressive sensing techniques to reduce overhead. In the

context of V2X, the known standard of IEEE 802.11p operates

by periodically broadcasting a ping signal to indicate the

automobile’s presence. The UEs are equipped with an 802.11p

type receiver which pick up the beacon signal of the car which

contains also its position. Therefore the UE knows that a

car is approaching along with information about its direction.

This information is then shared via a Bluetooth connection

to the IRS to configure the phase and amplitude coefficients

accordingly. This process is carried out dynamically via a

control loop since the user is moving and its relative position

may change over time. This method can be expanded within

a connected network where multiple approaching cars some

of which may not be able to directly observe the VRU in

their sensory FoV, as depicted in fig.3 are present. In this

case, assuming that all these beacon signals can be decoded

by the UE, since 802.11p is a collision protocol such that

the signals are received without collision or alternatively the

position of other cars can be transmitted to the UE directly

via the car to which it communicates (since multiple cars are

connected, either directly or through a Base Station (BS)), then

the IRS can switch its reflection coefficients in a time divided

manner such that the impinging radar signal from a specific

car is directed also towards other cars. In this way each car

can obtain it’s own estimate of the target (including Doppler

velocity, accurate DoA).

C. IRS-Aided System Performance

Given the system model above, the aim is to show how

the detected signal SNR is affected. In the case of the IRS-

free RadCom system the same array is used for sensing and

communication and the SNR for the radar system is given [1]:

SNRRC =
GTXGRXσrcsλ

2

(4π)3r4σ2
n

PTX,avg (2)

In eq.2 σrcs is the target RCS, GTX and GRX are the trans-

mitter and receiver gain, respectively which in the case of the

RadCom system will be equal. Note that in many automotive

radar systems, transmit beamforming is non-existent or that

the receive and transmit gains are not the same. λ is the
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Fig. 2: Flowchart of the IRS assisted Radar-Comm system.

The green blocks indicate the IRS functions.

wavelength at the transmitted RF frequency, r is the distance

between transmitter and receiver and the system noise variance

is given awgn ∼ N (0, σ2

n). PTX,avg is the average transmitted

power. When an IRS is present, the estimated direction of the

transmitter φi is sent to the IRS control and consequently the

IRS adjusts Φ to the desired angle. The SNR only from the

reflected wave off the IRS in this case is [12]:

SNRIRS = βIRS

PTX,avg

σ2
n

(3)

and the pathloss βIRS at the far-field distance can be approx-

imated as:

βIRS(r1, r2, φr) =
GTXGRX

(4π)2
(
Nl1l2
r1r2

)2cos2(φi) (4)

with l1, l2 representing the physical dimensions of a rectan-

gular array element as in fig.1, r1, r2 are the distance to and

from the IRS from the TX/RX module, where in the case

of a mono-static radar they are set as equal. φi and φr are

the angle of incidence and desired reflection angle. Note that

since the physical dimension of the IRS array as presented

in sectionIV are relatively insignificant as compared to real

life VRUs, particularly in the mmWave frequency bands of

interest. Therefore the total reflected power approximately is

the linear combination of the power reflection resultant from

the VRU’s observed RCS and the reflected (and beamformed)

signal from the IRS. However in this work we assume the

extreme to be true such that the observed RCS is very small

due to effects such as orientation of the object or the material

type. The challenge set by orientation angle however is not

problematic for the IRS, in the sense that this would translate

to a different angle of incidence as covered in [12], and with

Auto 2

Auto 1

Auto 3

UE

BS

Fig. 3: Traffic scenario with possible use case of a Radar-

Comm-IRS network. The automobiles’ Comm. units intercom-

municates with the mobile equipment of the VRU which in

turn can communicate with the mounted IRS panels through a

low-rate connection such as Bluetooth. In addition the BS can

transmit to and receive from any of the users. The vehicles

may be equipped with multiple radar sensors with different

FoVs and ranges.

information about the target position the IRS can modify the

amplitude/phases of elements accordingly.

IV. SIMULATION AND NUMERICAL RESULTS

For the simulations in this section we consider a RadCom

system consisting of a L = 64 ULA, a UE with M = 1
single isotropic element. The IRS device considered, consists

of an array of N linear elements each with a physical size

of l1 × l2 such that they are smaller than a wavelength, here

we set l1, l2 = λ/2. The RCS value of humans and bicycles

has been extensively studied at the two common automotive

radar frequency bands of 24 and 77 GHz in [14]. Figure 4

shows the measured RCS of a human at 77GHz with different

rotation angles. It’s clearly visible that the RCS values can

significantly fluctuate and hinder radar detection depending

on the orientation and clothing type. We choose the RCS

values for humans according to tableI, where the maximum

measured value is assumed. In order to demonstrate the

improvement in detection capability we compare the obtained

SNR values over range for the proposed system with SNR

values obtained based on RCS dependent reflection of the

conventional RadCom system. For GTX, GRX the assumption

is that the transmitted signal is directed towards the target and

that the maximum beamforming gain of the RadCom ULA is

achieved. Additionally a curve is presented showing the SNR

where no transmit beamforming is present (i.e. GTX = 1).
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In fig.6 the dependence of path loss component of the

IRS is shown as the angle of incidence varies. It can be

seen that a change of incidence from 0 to 50◦ only changes

very steadily within a region of less than 4 dB whereas the

measurements in [14] show that for very minor changes in

orientation of the human body a sharp drop of up to 15dB

can occur. As an alternative to linear arrays, the plots in fig.7

compare the SNR gain when addition elements are stacked in

the vertical dimension. It is observed that in the case of using

N = 128 as in the simulations, the physical aperture size at

the frequency of interest is around 25cm which can very easily

be mounted on wearable items or rigid frames such bicycles

and wheelchairs.

TABLE I: Measured RCS values for common VRUs

Frequency Range/ Type

76-81 Bicycle 76-81 Adult 76-81 Child

RCS(dBsm) -4 -5 -11

The values are maximum of average values provided in [14].
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Fig. 4: Fluctuations of a measured human and dummy cyclist

RCS in the 77 GHz band as suggested in [14]. The schematic

below the curve shows the orientation angle of the object.

V. CONCLUSIONS

IRS-aided wireless networks are an emerging research topic

and practical use cases of these systems remain unexplored and

therefore the hope is that this work has successfully identified

a future direction of research for this technology. In particular,

we believe that single user case of IRS in this work can be

integrated into V2X systems to provide information to the user

through communicating automobiles and create awareness of

the VRU even in cases were other connected automobiles may

not be able to directly observe the user with their respective

sensors.
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Abstract—In most of developing counties, high traffic intensity 

causes road traffic accidents which increases the damage to the society 

and lead to injuries or even deaths. Based on statistics analysis by 

Malaysian Institute Road Safety and Research (MIROS), most of the 

vehicle crash fatalities are due to run-off-road incidents and driver 

failure to avoid obstacles in front of them. This issues mainly happen 

in near collision situation where the driver fails to provide required 

steering inputs to avoid the collisions or delay in providing the braking 

inputs. Therefore, autonomous vehicle using advanced driver 

assistance system called Autonomous Emergency Braking, Adaptive 

Cruise Control, Lane Keeping Assist System were developed by 

automotive developers to overcome the shortcomings. These systems 

are activated based on the need and emergency to avoid the road 

accidents. However, a proper virtual simulation testing is required to 

evaluate the effectiveness of the ADAS system based on the 

environment, in this case is Malaysian road and traffic environment. 

Therefore, this research is focused on the evaluation of the autonomous 

vehicle in virtual testing platform using selected Malaysian road and 

traffic environments. Meanwhile, 2nd Malaysian national, Myvi 

vehicle is designed as the autonomous vehicle model for this 

evaluation which is equipped with 4 camera sensor modules. 

 

Keywords—Camera sensor, autonomous vehicle, IPG CarMaker, 

Malaysian Road and Environment, Perodua Myvi.  

I. INTRODUCTION 

T has been reported that road traffic injuries has resulted in 

the death of about 1.2 million people each year around the 

world and this shows that road traffic accident is becoming one 

of the serious social problems [1]. Meanwhile, Malaysia has 

been recorded as one of the top countries with the highest rate 

in accidents and death. The World Health Organization (WHO) 

[2] indicates that Malaysia is one of the emerging countries with 

the hazardous roads after Thailand, Indonesia and South Africa 

which are prone to the road accidents [3]. Based on this report, 

it is noted that road accident is a major cause of death and 

injuries to humans in Malaysia. Meanwhile, a statistics report 

issued by the Malaysian Institute of Road Safety Research 

(MIROS) and Polis Di Raja Malaysia (PDRM) between the 

2010 until 2018 shows a significant increase in the number of 

road traffic crashes, from 414,421 cases to 548,621 cases [4]. 

Moreover, the total death cases resulted from road accidents 

approaches more than 6000 every year. Based on statistical 

analysis, there are three major factors contributing to road 

crashes, namely human, vehicle’s performance as well as road 

and environment have been identified [5]. Additionally, various 

studies have revealed that driver factor accounts for over 80% 

of all fatal and injury cases, thus prompting human-related 
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issues to gain traction among the research fraternity [6].  

Rear-end and forward collisions are responsible for a large 

number of crashes in most of the countries. These types of road 

accidents normally occurred at speed up to 30-50 km/h in city 

traffic conditions in most of the developing countries [7]-[9]. 

One of the main contributing factors to traffic accidents could 

be that the distance between the two vehicles are too close while 

traveling. In the phase of non-free flow driving conditions, most 

of the drivers always avoid from being lag the preceding vehicle 

and try to follow as close as possible [10]-[13]. However, most 

drivers are oblivious of vehicle safety where collision could 

take place if the driver is unable to provide the required brake 

torque if the front vehicle suddenly stops. If there is enough safe 

distance between two cars, the driver of the following vehicle 

will have enough time to respond based on the speed changes 

of the front vehicle. Then, the driver can implement emergency 

measures when the vehicle ahead suddenly brakes [10], [11]. 

Meanwhile, the other contributing factor is the driver’s 

incorrect judgment for braking safety distance because they 

cannot estimate the suitable distance between their cars from 

the front car. Due to these factors, they could not take 

immediate action. Another factor of the collision is the road and 

environmental effect, such as raining or slippery road that can 

affect the braking performance of the vehicle which is unable 

to maintain a safe distance. It can be observed that a proper 

safety testing platform is highly required to investigate the 

performance of an autonomous vehicle before deploying in 

developing countries, such as Malaysia. In order to overcome 

these drawbacks, an adequate virtual testing platform is 

required before deploying autonomous vehicle in Malaysia. 

The testing platform should have focused on five important 

elements such as vehicle dynamics model, road network model, 

traffic conditions, sensor modules and control algorithm. 

Therefore, this project is focused on the development of a 

testing platform for safety assessment of autonomous vehicles 

within a virtual environment using Malaysian road and vehicle 

model. The testing platform that is aimed to be developed can 

be used to supervise autonomous vehicles to adapt on 

Malaysian roads and traffic scenarios and also to evaluate the 

capability of an autonomous vehicle to perform emergency 

braking and obstacles avoidance autonomously to minimize 

road accidents. Thus, in this study, IPG CarMaker is used as the 

platform to develop the safety testing procedure for 

autonomous vehicle using Malaysian road, vehicle dynamic, 

traffic and sensors configuration. The controller design using 

Autonomous Emergency Braking and Adaptive Cruise Control 

IPG CarMaker Plug-In Controller Based Automated 

Vehicle Simulation Using Malaysian Environment 
Vimal R. Aparow, Cheok J. Hong, Ahmad M. H. Ismail, Tomas H. Maul 
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are connected via Simulink Plug-In. Various scenarios are 

designed to evaluate the performance of autonomous vehicle in 

Malaysian virtual road.  

II. CO-SIMULATION IPG CARMAKER WITH SIMULINK 

In this study, co-simulation between IPG CarMaker and 

Simulink is configured for the evaluation purposes. Therefore, 

a few elements need to be configured in the IPG CarMaker and 

Simulink to conduct the virtual testing. Firstly, the model 

configuration between IPG CarMaker and Simulink Plug-In is 

ESTABLISHED IN ORDER THE CO-SIMULATION CAN 

BE PERFORMED. THE controller for the autonomous vehicle 

such as AEB and ACC is developed using the Simulink Plug-

In. Then, environment model is designed based on selected road 

network in Malaysia and 2nd national vehicle model is 

configured in the IPG CarMaker. As for the sensor modules, 

camera sensor and object sensor modules are selected for the 

obstacle detection. Then, the traffic objects are configured 

based for the test cases. The detail explanation is given in the 

following section.     

A. IPG CarMaker Simulink Plug-In 

There are few methods that can be used to develop model 

integration between IPG CarMaker and 3rd party tool for co-

simulation process. One of the methods that used in this study 

is using CarMaker for Simulink (CarMaker4SL). This method 

is known as the approach that implement the CarMaker fully in 

the Simulink allowing researchers to integrate models directly 

on Simulink level. However, executing the virtual testing for 

many variations of test cases using both Simulink and IPG 

CarMaker required high computational time and this will slow 

down the simulation process. Thus, IPG CarMaker Simulink 

Plug-In is used in this study.  

The connection between IPG CarMaker and Simulink can be 

established by creating the CarMaker Plug-In model as shown 

in Figure 1. Figure 1 shows the configuration to setup the plug-

in whereby the model is created by assigning the model type 

which is “VehicleControl” and create the model name as 

“ACC_AEB” to represents as longitudinal control for both 

Adaptive Cruise Control and Autonomous Emergency Braking 

system. Once the template is created, the a few important input 

and output ports are identified using the “IF_In_Selector” and 

“IF_Out_Selector” where the output ports will be connected 

back to the IPG CarMaker as shown in Figure 2.  

 

 
Fig. 1 CarMaker Create Plug-in Model 

 

Once the required inputs and output ports are selected, the 

ACC and AEB control algorithm is developed which will be 

explained in following sections. Then, the template will be 

“Build” through the Simulink Coder. During the build process, 

the model will be added to the current project’s source code. 

Then, a new executable CarMaker file is generated where this 

file is located at the “src folder”.  The executable file need to be 

apply in the IPG CarMaker’s Application section. Then, the 

newly build template model can be extracted at the “Vehicle 

Control” section by selecting the template name “ACC_AEB”.  

 

 
Fig.2 ACC_AEB model template 

B. Vehicle Control Configuration 

In this study, longitudinal controllers are explored to 

implement the speed control using ACC and distance control 

using AEB as shown in Figure 3. The ACC model is used 

mainly to control the vehicle longitudinal speed based on 

desired set speed or reference with front vehicle speed to 

maintain the gap between the ego-vehicle and traffic vehicle. It 

controls the longitudinal acceleration of the vehicle by 

changing the position of the brake and gas pedal. If ACC is 

deactivated there is no manipulation of the pedal position by the 

controller. The controller distinguishes two cases such as 

(a) If there is no target detected, the velocity will be 

controlled. 

(b) If there is a relevant target detected, the distance will be 

controlled. 

Meanwhile, the AEB system is used to produce required 

brake to halt the ego-vehicle to avoid vehicle rear-end collision 

and frontal accidents during pedestrian crossing. The AEB is 

activated if the obstacle is detected suddenly in the sensor range 

and decelerate safely the ego-vehicle to the velocity of the target 

object ahead. In order to activate the AEB system, it compares 

the time-to-collision with a time-threshold-brake to decide if a 

braking intervention is required. 
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Fig. 3 ACC and AEB activation control mode 

 

For the ACC control module, object sensor module is used 

as the feedback inputs to control the throttle input for the 

vehicle. Meanwhile, for the AEB, the feedback from camera 

sensor which is placed at the dashboard mirror is used to 

identify the obstacles. The ACC and AEB controllers are 

designed in Simulink using sensors information as the inputs. 

After processing the information, the controllers provide 

control signal to the IPG CarMaker’s GUI through the 

CarMaker Plug-In model. The developed controller is interface 

under “VehicleControl” mode in order to actuate the ego-

vehicle in terms of throttling or braking responses as shown in 

Figure 4. 

 

 
Fig.4 Controller integration using Plug-In Mode 

C. Vehicle dynamic configuration 

Vehicle dynamic configuration plays an important role in 

developing the virtual testing platform for autonomous vehicle. 

In this virtual testing process, Malaysian 2nd national vehicle, 

Perodua model called Myvi 1.3L X model using Automatic 

Transmission gearbox system is used as the ego-vehicle as 

shown in Figure 5. In the vehicle model configuration, the 

powertrain, steering, brake and suspension systems are updated 

based on the actual vehicle.  

 

    
(a)  Actual Myvi Vehicle               (b) Virtual Myvi vehicle model 

Fig. 5(a). Actual Myvi Vehicle; Fig. 5(b). Actual and Virtual model 

of Perodua Myvi 1.3L X 

 

Based on actual vehicle configuration, this ego-vehicle 

model is configured in the IPG CarMaker starting with the 

powertrain system. The driveline for this vehicle is front wheel 

drive with engine model based on conventional ICE with 

maximum torque of 4200 Nm. The brake system is using the 

conventional hydraulic brake meanwhile the steering 

configuration is configured using electronic power steering 

system. The tire and wheel configuration are 185/55 R15 and 

the front suspension is designed using MacPherson Strut while 

the rear suspension is designed using Torsion Beam type. In 

terms of steering system, Electronic Power Steering (EPS) 

configuration is used for the vehicle model based on steering 

mechanism. 

D. Sensor module configurations 

Sensor module selection and configuration is one of the 

crucial elements in developing autonomous vehicle using 

virtual testing platform. Sensor modules used to measure the 

behavior of the vehicle responses and gather surrounding 

information which will be used as the input for the controller 

development stages. Various types of sensor modules have been 

included in IPG CarMaker for the virtual testing purposes. 

However, most crucial sensor modules have been implemented 

in the ego-vehicle due to the cost of implementation in real life 

vehicle. In order to measure the lateral and longitudinal 

behavior of the ego-vehicle, inertial and slip angle sensor 

module have been used in the vehicle. These sensor modules 

are implemented at the center of gravity (CG) of the ego-

vehicle. Meanwhile, the road sensor is used to obtain the 

desired travel path of the ego-vehicle inside the campus. This 

path information is used in the Matlab Simulink for localization 

of the ego-vehicle before initiating the simulation and also to 

provide the desired steering angle, throttle and brake responses 

to the ego-vehicle. 

Meanwhile, other sensor modules have been selected and 

configured for the ego-vehicle by considering the real-life cost 

implementation. Based on that consideration, a few sensors 

have been selected. Firstly, object sensor is used in the ego-

vehicle to use as a radar sensor. This sensor is used to detect the 

speed of frontal vehicle which is used in the development of 

ACC system. The Object sensor provides object list with 

quantities for each traffic obstacle relative to the view of the 

sensor. The object sensor provides observation area, position 

and orientation of the traffic object relatives to the to the sensor 

view. Next, one camera sensor module has been placed at the 

dashboard reverse mirror to capture the scenario through the 

frontal wind screen. Meanwhile, two camera sensor modules 

have placed at the side mirror to detect the obstacles in the blind 

spot region. These sensors mainly used to detect pedestrians, 

cyclist and motorbike users approaching towards the ego-

vehicle from blind spot region, especially in urban area driving. 

The configuration of the sensors for the Myvi vehicle model is 

shown in Figure 6. 
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Fig. 6. Sensor configuration for Myvi  

III. SCENARIO IDENTIFICATIONS 

In this study, urban area of driving has become one of the 

crucial area due to large number of road users. In Malaysia, 

there are many locations populated with large numbers of road 

users whom depends on the public transportation, using 

pedestrians walk way, cyclist and motorbikes. Therefore, it is 

quite crucial to test autonomous vehicle in location with large 

numbers of road user. In this study, a few locations have been 

identified for the testing such University of Nottingham 

Malaysia Campus’s pedestrian zebra crossing, car parking area 

nearby the shopping mall area, housing area near campus 

locations and shop lots area. The details of the locations are 

described in the following sub-section. 

A. Location A: Inside University of Nottingham Malaysia  

This location has been selected as one of the priority area to 

test the performance of ego-vehicle because this location is 

highly populated with road users such as pedestrians 

(undergraduate and postgraduate students, workers and etc), 

cyclist and e-bike scooters, motorbikes and vehicles. The 

location of the zebra crossing inside University of Nottingham 

Malaysia is shown in Figure 7. This zebra crossing is nearby to 

the main guard house of the campus which is also connected 

pathway to the Trent Building of the campus. 

 

 
Fig. 7 Zebra crossing in University of Nottingham Malaysia 

 

B. Location B: Car parking area 

Location B is focused at the car park nearby the shopping lot 

area. This location is located at the Jalan Semenyih area 

opposite the Tesco building. This is one of the important aspects 

need to be considered for the testing because of the pedestrian 

movement to the shop lots. This area also will be encountered 

with vehicle driving out or driving into the parking area. 

Therefore, this location is selected as one of the testing areas 

for ego-vehicle as shown in Fig. 8. 

 

 
Fig. 8 Car Parking area nearby shopping lots 

 

C. Location C: Housing area 

Housing area is one of the important scenarios need to be 

focused since this area could be one of potential area to deploy 

ego-vehicle, especially as the public transportation in urban 

cities. Therefore, it is very crucial to test in this area since this 

location is highly populated with pedestrians such as kids 

playing outside of their housing area. The pedestrian’s 

movement will be very random since their moving pattern is 

scattered around this housing area and quite unpredictable. 

Figure 9 shows the housing area for based on the housing area 

located nearby the University of Nottingham Malaysia campus. 

 

 
Fig. 9 Housing area nearby to university campus location 

 

D. Location D: Shopping mall area  

This last location focusing on the shopping mall area located 

at Jalan Semenyih area as shown in Fig. 9. This location also 

consists of other buildings such as restaurants and groceries 

shops. Therefore, a lot of road users such as pedestrians (with 

various ages), motorbikes and cyclist moving in this location. 

Thus, this location become one of the critical areas to 

investigate the performance of an ego-vehicle.  

 

 
Fig. 10 Shopping mall area with other shop lots 

IV. TEST CASE DEVELOPMENT 

As part of the test case development, this study focused 

mainly on performance evaluation of an ego-vehicle in urban 

cities which involve more road users such as pedestrians, cyclist 

and motorbikes. The performance of the ego-vehicle is 

Zebra crossing 

Trent Building Roundabout 

Tesco mall 

Parking area 

Zebra crossing 

Housing area 

Shopping mall and other shop lots 
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evaluated based capability to identify the dynamic obstacles 

(road user motion) in the vehicle path and respond based on the 

nearest obstacle in the path of the autonomous vehicle. The ego-

vehicle should be able to reduce the vehicle speed and maintain 

the safest gap between road users and ego-vehicle to avoid road 

accidents. Therefore, a few road users have been defined as the 

traffic objects using the traffic module in IPG CarMaker as 

shown in Figure 11. The details of the type of road users, 

starting point, speed of the road users (walking, running or 

static) and the trajectory path. This information will be 

projected during the simulation process. 

 

 
Fig. 11 Road user’s behavior configuration using traffic module 

V. SIMULATION TESTING 

In this section, a complete simulation testing for all four 

scenarios have been conducted. All the scenarios have been 

tested with various obstacles (dynamic or static) to evaluate the 

behavior of ego-vehicle react to the environment while driving 

in these locations. The details for each scenario are explained 

in the following section. 

A. Test Case 1: Pedestrian and E-Scooter Crossing 

In the first test case, the behavior of the ego-vehicle is 

evaluated while driving inside University of Nottingham 

Malaysia as shown in Figure 12. The ego-vehicle is driving 

inside campus at maximum speed of 15 km/h to 20 km/h. In this 

stage, the ego-vehicle is following the desired speed based on 

the frontal vehicle and at the same time, the ego-vehicle able to 

maintain the shortest stopping distance to avoid the accidents 

with road users nearby the zebra crossing area. It can be 

observed the camera vision sensor able to capture the dynamic 

and static objects. The static object information in terms of 

object ID and trajectory profile is provided to the AEB 

controller. Based on this information, the AEB controller 

provide the control signal to brake system once detect the 

obstacles near in ego-vehicle’s path.  

 

 

Fig. 12 Test Case 1 inside campus 

B. Pedestrian Jay-Walking at Zebra Crossing 

In the second test case, the ego-vehicle is driving in the car 

park area nearby the Tesco building as shown in Figure 13. In 

this test case, a jay-walking pedestrian is walking across the 

road to move towards the building. Once observe the sudden 

appearance of the dynamic obstacle, the ego-vehicle will 

change the driving model from ACC to AEB controller and 

apply sudden brake to maintain the safest distance to avoid 

hitting the pedestrian. In this case, the dynamic obstacle 

(pedestrian) was walking from the hidden area (unable to locate 

the dynamic object). Thus, the ego-vehicle has to apply sudden 

brake instead of applying slow response braking using ACC. 

 

 
Fig. 13 Test Case 2 nearby the Tesco area 

C. Pedestrians(kids) random Jay-Walking at Housing Area 

For the third test case, random Jay-Walking by pedestrians is 

explored as shown in Figure 14. The pedestrian in this test case 

is the kids playing in front of the housing area. The motion of 

these types of pedestrians are set to be random movement 

(running or walking) to observe the response of the ego-vehicle 

to maintain safest distance and at the same time does not 

increase the vehicle speed since this area is housing area. It can 

be observed that in this test case, the ego-vehicle minimize the 

speed up to 10 km/h only to avoid any road casualties until the 

path is cleared from the pedestrian’s movement. 

 

  
Fig. 14 Test Case 3 Housing area nearby campus 

 

D. Pedestrian random Jay-Walking at Shopping Mall 

In the last test case, the ego-vehicle is evaluated at the 

shopping mall area which is surrounded by other shopping lots. 

Generally, this location is selected as one of the test case 

location because most of the time this area is crowded with 

people whom working in the mall, or people who would like to 

go for shopping or for dining. The ego-vehicle performance 

needs to be tested in this location since a lot of random road 

user’s movement can be observed in this location with different 

ages (adult and kids). In this type of situation, the ego-vehicle 

should maintain the driving speed not more than 20 km/h to 25 

km/h only to avoid unwanted road casualties and the controller 

should be ready for switching from ACC to AEB mode to halt 
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the vehicle. 

 

  
Fig. 15 Test Case 4 nearby the shopping mall 

VI. SIMULATION ANALYSIS 

From the simulation, it can be observed that the ego-vehicle 

operates in the range of 15 km/h to 40 km/h only depending on 

the location and involvement of road users in a particular area. 

From the simulation analysis, it can be noted that the ego-

vehicle minimized the vehicle speed in the housing area, 

campus and shopping mall area since these locations are highly 

populated with road users with different kind of ages. The AEB 

controller reacts based on object ID and its classification based 

on road user’s trajectory profile. This prediction is mainly 

required to predict the movement of road users towards the ego-

vehicle’s driving path. Table 1 shows the comparison of vehicle 

speed and shortest distance maintain each time the ego-vehicle 

encounter with road users. 

 
TABLE I AUTOMATED VEHICLE PERFORMANCE COMPARISON 

Scenario 

Initial 

Ego- 

vehicle 

speed 

Type of 

obstacle 

Road user 

trajectory 

pattern 

Road 

user 

maxi

mum 

speed 

Distance 

between 

Ego-

vehicle 

and 

nearest 

dynamic 

object 

Test Case 
1 

15.5 
km/h 

Pedestrian 
Lateral 

movement 

7.6 

km/h 

1.5  

meter 

Traffic 
Vehicle 

Longitudinal 
motion 

20 
km/h 

1.3  
meter 

Test Case 

2 

23.2 

km/h 
Pedestrian 

Lateral 

movement 

8.2 

km/h 
0.76 meter 

Test Case 

3 

13.8 

km/h 
Pedestrian 

Random 
movement in 

lateral & 

longitudinal 

4.8 
km/h 

- 5.3 

km/h 

1.67 meter 

Test Case 

4 

25.2 

km/h 

Pedestrian 

Random 
movement in 

lateral & 

longitudinal 

4.8 
km/h 
- 8 

km/h 

1.24 meter 

Traffic 
Vehicle 

Longitudinal 
motion 

25 
km/h 

1.47 meter 

VII. CONCLUSION 

As a conclusion, it can be noted that Simulink Plug-In 

controller based automated vehicle can be used to test the ego-

vehicle performance in urban areas. The ego-vehicle is tested in 

various location which involve random movement of road 

users. These types of scenarios are very important to be used as 

the test cases to evaluate the performance of an automated 

vehicle before can proceed with on-road testing. This is mainly 

to verify the validated of the controller performance of ACC 

and AEB to adapt with urban city environment in developing 

countries such as Malaysia.  
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1  

Abstract—The purpose of this study is to explore the 

characteristics of developing a machine learning application using 

synthetic data. The study is structured to develop the application for 

the purpose of deploying the computer vision model. The findings 

discuss the realities of attempting to develop a computer vision model 

for practical purposes, and detail the processes, tools and techniques 

that were used to meet accuracy requirements. The research reveals 

that synthetic data represent another variable that can be adjusted to 

improve the performance of a computer vision model. Further, a suite 

of tools and tuning recommendations are provided.  

 

Keywords—Computer vision, machine learning, synthetic data, 

YOLOv4. 

I. INTRODUCTION 

THE purpose of this study is to explore the question of 

whether machine learning can be successfully undertaken using 

only a machine learning computer and media that is readily 

available. This research attempts to understand the challenges 

associated with high failure rates [11] for companies seeking to 

implement machine learning. Some research suggests that 

many solutions found in the current literature are developed in 

simulated environments, making the results “not close enough 

to what is expected in real-life applications” [15]. Further, the 

study sought to understand whether synthetic imagery has the 

potential to substitute for authentic images and mitigate 

pervasive human labeling errors noted in research literature [5]. 

The project goal is to employ available resources to train 

YOLO4 to detect sharks, as a means to improve human-shark 

interactions in recreational settings.  

The completed pipeline included a detailed production 

specification for 3D artwork, tools for managing the datasets, 

and potential strategies to optimize the performance of the 

model were investigated [19]. The synthetic images used in this 

study are sourced from publicly available 3D models, which are 

processed to create dataset of 2D labeled images, accompanied 

by box locations and labels for the target objects. The 

completed Blender/Python API was used to augment image 

qualities such as respective camera positions, visual, and 

lighting effects. After the computer vision model was trained, a 

series of tests were conducted to evaluate the performance of 

the model, strategies were explored to investigate whether the 
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systems’ accuracy could be refined. 

[1] Data for Computer Vision 

The volume of machine learning research has increased over 

the past five years, which has led to an increased availability of 

software, theories, and many resources for advancing machine 

learning systems are readily available [1]. Large public datasets 

such as Imagenet (image-net.org) or COCO (cocodataset.org/), 

have been used widely in computer vision research, but these 

resources do not include marine imagery that is specific to the 

project goals.  

The Nature Conservancy and a collection of international 

partners have assembled a marine dataset for machine learning 

applications to enhance the management of fisheries. While a 

majority of the marine footage is captured from an aerial 

platform, the purpose of the database and the purpose of the 

project do not match. This mismatch is a problem of topical 

diversity within the dataset, where many examples represent 

one subset of activities (shark fishing) but offer few examples 

of other subsets of activities (sharks in recreational settings).  

There are many instances where data sources do not include 

a sufficient number of images, with a clearly defined subject, in 

a variety of poses. Other factors that have limited the 

availability of quality imagery are privacy, the amount of time 

to collect data, and the cost of producing a labeled dataset [22]. 

Similar shortages are reported in a range of computer vision 

research, including work with thermal-infrared visual tracking 

[2] and pose estimation [3]. In more complex applications, the 

sheer volume of imagery needed makes machine learning 

nearly impossible. For example, computer vision researchers 

have noted that training a self-driving car to an acceptable level 

of performance might require the data generated by 100 cars 

driving 365 days per year, 24 hours, every day for 12 years to 

capture enough data [4].  

[2] Synthetic Data 

Synthetic imagery is generated by either encoding sample 

images using computation methods or by using animated, 3D 

models to generate 2D images of the subject to be identified. 

Examples of computation encoding methods are Generative 

Adversarial Networks (GANs) and Autoencoders. Such 

methods encode and process a collection of images and decode 

the data with features changes, a system that is capable of 

generating unique photo-realistic images based on the original 

samples. A GAN consists of two collaborative networks: a 

generator that composes an image, and a discriminator that 

The Role of Synthetic Data in Aerial Object 

Detection 

Ava Dodd, Jonathan Adams 
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evaluates the quality of the synthetic images [6]. These two 

networks cyclically create-and-review images, which enhances 

the performance of the generator until it consistently configures 

photorealistic synthetic images [7]. Auto encoders use a single 

neural network to encode or compress data into a latent space 

that describes the image. New features are introduced by 

altering weights and bias in decoding [21]. 

Blender is an open-source, three-dimensional modeling 

software with a Python application programming interface 3D 

animation is often used in a synthetic image pipeline [24]. A 

pipeline that employs this strategy starts with a human artist 

who creates a static model or a short, animated scene [8]. The 

artistic representations are manipulated using a Python script 

that controls rendering by using Blender’s Python (bpy) 

interface. The processing script adjusts lighting, adds effects 

and positions the camera dynamically in order to quickly 

produce images that include a variety of scenes. The techniques 

are similar to what has been accomplished by other researchers 

using Blender [23] but do not appear to be reproduced 

otherwise with the Unreal game engine tools that can generate 

virtual worlds based entirely on synthetic imagery [9]. 

The pipeline developed for generating synthetic imagery has 

a number of related benefits. For example, the processing script 

can include functions that automatically capture the bounding 

box of the 3D model and apply an annotation. Error-free boxing 

and labeling by itself presents an enormous advancement in 

machine learning. Synthetic imagery solves other problems that 

plague computer vision training as well, including the ability to 

circumvent privacy regulations, and reduce dependency on 

large commercial datasets. Research has also demonstrated that 

using synthetic images to support training improves accuracy 

by as much as 10% [1], [10]. 
 

 

Fig. 1 Example of a synthetic image 

 

Data management is a labor-intensive task associated with 

supervised machine learning. Because hundreds of thousands 

of images may be needed for training, data collection and 

management alone may take weeks or months. Once the data 

collection has been completed, images are segregated into sub-

datasets. Then each unlabeled image must be examined and 

‘captured’ with a bounding box and annotated with a label. This 

step in the process is time-consuming and is prone to human 

error. For example, in a recent study conducted at MIT, 

researchers discovered that about 6% of images contained in 

visual datasets are mislabeled or boxed improperly [5].  

Data preparation activities lead to the accumulation of high 

project costs and high failure rates that have been noted to be as 

high as 51% for large enterprises and 74% for small enterprises 

[11]. Synthetic data production reduces cost, mitigates risk, 

dramatically reduces data management, and eliminates error in 

each of the data management tasks because data preparation 

tasks can be automated. Synthetic data offer a manner by which 

to circumvent issues associated with preparing data for training, 

thereby reducing time, effort, and risk. 

[3] Unmanned Aerial Search and Rescue 

The advantages of using unmanned aerial vehicles (UAVs) 

as a platform for computer vision have been recognized as 

having great potential in marine search and rescue (SAR). 

Oftentimes marine searches encompass areas as large as 16,000 

square miles [13]. It is understandable that human fatigue plays 

an important mitigating factor in such situations, making it 

difficult to find people or crafts lost in the ocean. The use of 

manned aircraft is costly and oftentimes are not readily 

available. Remote unmanned aircraft also offer safety 

advantages in such operations, by reducing the number of 

people in the field. Most importantly, UAVs have the potential 

to deploy in emergencies in a shorter period of time [12].  

Experiments have demonstrated effective use of aerial 

cameras to identify and track objects in real time [13], during 

daylight and night operations using thermal cameras [14]. In 

recent times there has been an increase in demonstration 

projects that use artificial intelligence. It has been noted that 

many recent experiments are designed in simulated 

environments, and as such are somewhat limited in accounting 

for aircraft dynamics, or environmental conditions that are 

likely to affect performance in real-time applications [15].  

[4]  Purpose of Study 

This study evaluates a synthetic dataset production pipeline 

and reports subsequent performance testing using YOLOv4. 

The intention is to encompass an end-to-end process of 

manipulating 3D artwork, managing the training and validation 

dataset, and evaluating the performance of YOLOv4 when 

training is enhanced with synthetic data. A number of related 

research studies have demonstrated an increase in accuracy 

when training is enhanced with synthetic imagery [1]. The 

present research, then, focuses on the implications of 

establishing a synthetic data production pipeline to train a 

computer vision model.  

The synthetic images are imported, manipulated and saved 

using a Python algorithm developed for the study. Two species 

of sharks (Great White and Hammerhead) were chosen as 

subjects for training. The project focuses on producing images 

to train YOLO to detect sharks from an aerial platform. While 

deployment of the algorithm is not within the scope of the study, 

such a system is intended to provide rescue workers the ability 

to avoid or manage close encounters between sharks and 
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people. 

[5] II. PROCEDURES 

While the research is focused on synthetic data, authentic 

images are still needed to train a computer vision model. The 

combination of authentic and synthetic imagery provides 

indistinguishable samples for the computer to learn from and 

strengthens predictions. Videos that featured sharks, captured 

from drones and helicopters, were collected from public 

sources. Individual frames were exported from the video at 6 

frame intervals. Using this technique, 550 authentic images of 

Hammerhead sharks and 650 images of Great White Sharks 

were organized. From this pool images were set aside for testing 

and validation. The training and testing images were then 

individually labeled.  
The synthetic dataset was created by rendering animated 3D 

models. Sharks breathe by moving through the water to keep 

oxygen circulating through their gills. To capture this 

movement with a synthetic model, an armature is added to the 

3D object. An armature is composed of bones and acts as a 

skeleton for a model. The bones are paired with the skin of the 

object, called the mesh, to synchronize their movements and 

produce a moving model. Each time the model is set in a new 

position, a keyframe is set. A keyframe is a time marker that 

saves a place in an animation cycle where the user would like 

to save the objects’ position. The animation that results from 

stringing the keyframes together makes the shark model appear 

to swim as the body and torso swing side to side. Lines of code 

were added to randomly select one of these keyframes for each 

render to add variation in training data.  
 A production specification was designed to provide a 

Blender artist with instructions to adjust the quality of the 

imagery. The processing script controlled the playback head, 

camera coordinates, object location, object texture, object 

position and lighting. The production specification detailed 

qualities necessary for error-free processing when the 3D model 

is processed. For example, the 3D object should be centered, 

and needs to have a base color with an added texture overlay 

that is bright enough to distinguish the texture from the 

background. The animation did not have to loop seamlessly as 

long as it captured the full range of motion. These specifications 

are optimized for training.  
The processing script included several requirements, but 

none was more important than the camera positions. Camera 

perspectives are crucial for creating realistic, varied data for 

training an object detection algorithm. With the 3D model 

positioned at Blender’s origin (0,0,0), the algorithm for 

generating equidistributed points on the surface of a sphere with 

regular placement was created to position the camera, to ensure 

adequate coverage of the object [17]. 
 

!"#$%&'()* $= $0.$!
!"#$+$ = $4,-^2/%$+13$3$ = $56+. 7!

!"#$8_9$ = $-:;13[,/3].!
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>:-$"+?@$A$B1$0C 68_9 D E7$3:{!
$$$!"#$9$ = $,6A F 0.G7/8_9!

$$$!"#$8<$ = $-:;13[2,HB169/3<7]!
$$$>:-$"+?@$1$B1$0C 68< D E7$3:{!

$$$$$$$$$$$!"#$<$ = $2,1/8_<!
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$$$$$$$$$$$$$$$$$$$$$$$$$$%_?:;1#F= $E!
        } 

              }                                                            

Fig. 2 Algorithm for generating equidistributed points on the surface 

of a sphere with regular placement. 

 

The camera orientation was adjusted to mimic video frames 

captured from an aerial platform. Camera positions ranged 0 to 

2*π, with φ set to generate downward viewing images. Further, 

implementing a regular method to place the camera at different 

angles around the shark allowed each angle to be utilized 

equally. This strengthened the synthetic dataset by introducing 

more images that include a diverse set of poses. The complete 

rendering process was neatly packed in the leopardi library 

[20]. 
Once the 3D model has been rendered into a 2D image, a 

truth background is selected randomly from a separate directory 

holding several such images, and merged with the image. 
Each training session in YOLO requires the training images 

with their corresponding annotation files, a class text file, a data 

file, a training file, a testing file, a configuration file, and a 

convolutional weight file. The class text file lists the target 

domains in order, so the predictions are labeled with the correct 

name. For this experiment, the class file only contains the shark 

label class. The training and validation text files each contain a 

list of image pathways to be fed through the neural network 

(NN). The configuration file sets up the NN parameters, such 

as the batches, subdivisions, image resizing, learning rate, and 

learning rate decay. The data file contains the pathway to the 

class, training, and test files as well as the backup directory 

where training weights are stored after every 100 iterations. 

This file is called along with the convolutional weight file to 

run darknet’s training command.  
Two YOLOv4 models were trained with the same 

configuration; however, one model was trained on 10000 

images and the other was trained on 3000 images. This was 

done to evaluate whether the quality of characteristics 

contained within the imagery can improve training. In both 

cases, the synthetic and authentic data were mixed together, in 

a ratio of 10:1, for training to optimize the model's 

results, which is consistent with research findings [1].  
Training iterations were set to match the number of images 

in the training dataset [16]. After training, the final weights are 

stored in a backup directory. These weights are used to test the 

model on video frames unknown to the model.  
The validation set proved crucial to the mean average 

precision (mAP) calculation set to occur at every epoch. The 

last 10% of the training data proved not to be varied enough to 

use as a benchmark, so a script was written using the Numpy 

library’s random sampling function. 1,000 authentic images 

were randomly sampled from the training pool and used as a 

new validation set. This change increased testing accuracy by 
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approximately five percent.  
Training and tests were performed on a 16 core Intel i7, with 

256 GB of RAM, and an NVIDIA 2080 GPU with 8GB of 

RAM.  

[6] III. RESULTS 

The model’s best weights, the ones resulting in the highest 

mAP, were used for testing on shark videos. Two models were 

trained with the same configuration; however, one model was 

trained on 10000 images and the other was trained on 3000 

images. The learning rate was .001, the learning rate decay was 

.0005, the batch size was 24, and the image input size was 

608x608 pixels.  
The mosaic feature and batch normalization were defaulted 

on the YOLOv4 configuration file as well. The adversarial 

learning rate feature was added with a value of 0.05. A 

validation set of 1000 randomly sampled authentic images were 

used to calculate the mAP value at each epoch. In this study, the 

model trained on 3000 images performed better; it had a higher 

mAP value and reduced the number of false positive detections. 
The two figures below show the training loss (blue line) and 

validation mAP (red line). Fig. 3 resulted from training the 

model on 10000 images. The loss steadily decreased; however, 

the mAP oscillated throughout training. Although the mAP was 

97% at the end of training, the model made numerous false 

positive detections during the testing phase. The loss value was 

not a reliable way to measure the accuracy of the model, rather 

how well the bounding boxes fit the object, whether it was the 

right object or not. 
 

 

Fig. 3 Training loss and validation mAP after trained on 10000 

images 

 

 

Fig. 4 shows the model’s loss and mAP after training the 

model on 3000 images. The loss value decreased more 

gradually when compared to Fig. 3, and the training finished 

with a higher loss value. The mAP values are much more stable 

throughout training and much higher on average, finishing 

training with a mAP value of 99%. There were fewer labeling 

errors during the testing phase with this model. 
 

 

Fig. 4 YOLOv4 training loss and validation mAP after trained on 

3000 images 

[7] IV. DISCUSSION 

Synthetic data plays an important role in machine learning. 

During the course of this study, finding the “right kind” of 

authentic images was problematic. The synthetic imagery 

served to enrich the authentic data with a wide variety of poses, 

scale and truth backgrounds. Having the ability to produce 

images suitable for machine learning also allows researchers to 

manipulate the qualities of the data being presented to the 

model, and by doing so, improve the performance of the model.  

At the outset, our strategy was to generate thousands of 

images to introduce to YOLO. However, we discovered that in 

reality, when training a computer vision model, more is not 

better. This changed the amount of time required to generate 

images and training substantially. Because fewer images are 

needed for training, training time decreased from 20 hours to 6, 

a substantial improvement. We have observed that presenting 

images that features, textures and other characteristics are 

enlarged appears to enhance the accuracy of the model.  

To evaluate whether further performance enhancements 

might be achieved, YOLO’s batch size, the learning rate, and 

the learning rate decay were evaluated. YOLOv4’s Bag of 

Freebies was also utilized to evaluate the adversarial learning 

rate, label smoothing, mosaic, and DropBlock features. The 

results of these tests did not coincide with current research [18]. 

Current research literature suggests that there is also no 

definitive way to choose or optimize the model’s 

hyperparameters, as the tools have been noted as being context-
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sensitive, suggesting the necessity to be aware of how these 

hyperparameters may affect performance. This study focused 

on how the model’s inputs affect training [19].  

In the beginning of this study, it was assumed more images 

would result in a more accurate model due to previous studies 

suggesting more data would fix overfitting. However, the 

model appeared to overfit to the 10000-image dataset by the end 

of training. To remedy this, a smaller dataset composed of 3000 

images was used to train the model. This resulted in a higher, 

more stable mAP and a model that made significantly less 

mistakes during testing. Therefore, the quality of the images is 

more important than the size of the dataset. By using synthetic 

data, a dataset composed of “good” data can be assembled in 

mere hours. The model also required less training time since 

there were less images to look through. Training time decreased 

by 30%. 

[8] V. CONCLUSION 

This study focused on creating an end-to-end production 

pipeline that uses synthetic data in order to speed production 

without sacrificing the performance of the model. The inclusion 

of synthetic data was key to filling in the dataset collected for 

the current research, thereby providing a greater variety of 

poses.  

The 3D renders required several production cycles and tests 

before the media was working well with the algorithm. Once 

the algorithm was configured and optimized using a single 3D 

model, a production specification outlined how to produce the 

textures, lighting, and animation features for the remaining 3D 

models. This strategy allowed the researchers to evaluate how 

well the synthetic media performed based on their specific 

qualities. For example, it appears that synthetic images perform 

best when scaled up to fill a larger percentage of the image 

canvas. It appears that the magnification of edges and features 

has an impact on training, making it possible to reach 

acceptable performance standards with fewer images, and 

subsequently less time.   

A set of production tools was developed that was necessary 

to structure and manage the training, testing, and validation 

datasets. It is often necessary to track different collections of 

images that comprise a training dataset. For example, naming 

conventions can be used to identify different images 

characteristics such as how images were sourced, quality 

markers, or domains. A tool is authored to rename batches of 

files and their accompanying annotation files. A function to 

translate YOLO annotations to VOC format was also developed 

as some datasets are managed by one labeling system or the 

other. Finally, another tool critical to managing datasets is a 

script that will segregate percentages of images into subsets for 

training and validation. 

Finally, the researchers investigated tuning hyperparameters 

in order to enhance the model’s performance. It should be noted 

that the most consistent finding in the research literature is that 

consistent, reliable methods to tune hyperparameters tend to be 

case-specific. Evaluating hyperparameter adjustments requires 

time-consuming training cycles and stepwise evaluation. While 

such adjustments are considered key to optimizing an 

algorithm's performance, most are considered too advanced to 

be practical [24]. These specifications provide data with clearly 

defined features and edges with specific use cases in mind. For 

this study, the camera angle was a crucial variable because there 

were a limited number of shark images taken from an aerial 

perspective. Using synthetic data also provides more 

opportunity for variety in a shorter amount of time than 

collecting real data. Synthetic imagery fills in the gaps where 

authentic imagery is insufficient in a variety of poses. Capturing 

images of animals is much more difficult than inanimate objects 

because there is more variety in body positions, and they are 

able to interact with their environment. 

This study focused on optimizing input data to minimize 

overfitting and build confidence. The input data determine how 

“good” a model will be when tested in the field. A model must 

be able to generalize well, so it does not underperform beyond 

lab testing. Synthetic data are the solution to the lack of 

available, clean data for machine learning. 

VI. LIMITATIONS 

This study is limited by many factors. There are a limited 

amount of aerial shark images and videos. Many of the 

authentic images that are available are too small, where many 

examples of visible sharks underneath the surface of the water 

were 16x16 pixels or smaller in size. The researchers used 

public video to source training samples, therefore, many of the 

authentic images extracted from video feeds had similar 

qualities (i.e., background, textures, color). This has the benefit 

of extracting the full range of motion of the sharks but has the 

disadvantage of the training and validation sets containing 

video frames that look very similar.  
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Abstract—As one of the tasks in deep learning, keypoint detection 

has many applications and it is essential for autonomous driving. For 

keypoint detection, it could be divided into two approaches based on 

the usage of an object's spatial constraints. One approach leverages 

spatial constraints among all the keypoints to make final prediction, 

but it is easily affected when some of the keypoints are occluded. The 

other approach doesn't use any spatial constraints in order to make it 

robust under occlusion. However, the latter one does not perform so 

good under occlusion as it assumes, because after getting rid of spatial 

geometry of an object, position of one keypoint may get attracted to 

another location if two places share similar textures. To get over this 

problem, based on a keypoint detection structure "CoKe", which uses 

contrastive learning and does not concern any spatial relations, this 

paper combines CoKe with Compositional model, adding a soft spatial 

constraint to the model. The result shows that such intermediate 

combination performs on par with previous models without occlusion, 

and performs much better under stronger occlusion. 

 

Keywords—Compositional model, deep learning, keypoint 

detection, occlusion.  
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Abstract— The Palu Mw 7.5 earthquake on 28 September 2018 

significant building damage a tsunami caused by a submarine 

landslide, and also large-scale flow liquefaction. In one of area 

affected, flow movement was more than 100 meters and in other 

areas exceeded 1,000 meters. Such large flow distances imply 

unusual geological conditions. The geological formations below 

Palu city are related to a young alluvial fan from mountains to the 

west of the city. The formation is dominated by loose non-cohesive 

material, and fully saturated due to the very shallow ground water 

table. Sedimentation has formed layers with variety of density and 

hydraulic properties. Moreover, weathering has modified the 

materials and could be responsible for forming a series of layers with 

low permeability referred to locally as silt seams. In order to 

determine influence of the presence of silt seam layers, 1-D 

liquefaction physical modeling has been built to knowing behavior 

of developing build of excess pore water pressure and its released. 

Two meters transparent tube with 14-cm diameter was filled with 

fully saturated loose sand with several combination of silt seam layer 

has been liquefied by series of cyclic load. This research has been 

accomplishment to learn mechanism void re-distribution/water film 

phenomena beneath each silt seam layers, which probably become 

the most factor such a big flow liquefaction occurred on site just 

after shaking ceased. This research will also analysis of effective 

stress approach to explore mechanism of flow liquefaction occurred. 

 

Keywords— 1-D physical modelling, effective stress, 

liquefaction, Palu earthquake, silt seam layers. 
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Wellbore by Accounting for Taylor Vortices and 

Real-time Parameters: Adjusting the Traditionally 

Used Single Bubble Model 
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Abstract  

The first step toward an accountable drilling operation is ensuring the safety of the people at the wellsite, especially 

the rig floor crew. Well control response is a shielding measure that takes place to protect the lives of people in the 

case of unplanned flow. Gas kicks are one of the major concerns in well control because of the expanding gas. The 

most used model for gas well control is the single bubble model. This model has been used historically to estimate the 

pressure surrounding the kick system to enable circulating out the kick. The purpose of this paper is to expand the 

study of the single bubble model by accounting for parameters and physical phenomena that are not usually included 

in this model. This will allow for a larger operational window with the latest technologies that were not possible before 

the model was established. The research process started with quantitative data analysis of kicks in an industry-grade 

well. The well was 6,000 feet in depth and 5 1/2 inches in diameter (width). An enhanced model of the kick migration 

to the surface was applied by accounting for variations of operational parameters such as well inclination, drilling 

fluid rheology, and kill rates. The results were validated with the literature. The second phase of the research explored 

the effect of the physical phenomenon of Taylor vortices. The Taylor effect describes a pattern of fluid flow in between 

two cylindrical pipes (drilling pipe and the casing). The presence of Tylor vortices changes the path at which fluid 

flows inside the casing annulus. The activation of these vortices depends on drilling fluid density, viscosity, and the 

geometry of the well. The results of the VBA-based model that accounts for the above-mentioned operational 

parameters were in agreement with previous literature on single bubble model research.  The behavior of the gas 

migrating up the well was less likely to behave as a single bubble. The gas was shown to break down throughout the 

depth of the well depending on the pressure targeted point. The level gas dispersion has an inversely proportional 

relationship with well inclination, mud rheology, and kill rates. Taylor vortices occur above a critical speed of drillpipe 
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rotation. This critical speed of rotation depends on mud density, mud apparent viscosity, and well geometry. Literature 

investigation on Taylor vortices on hole cleaning and kick situation simulations showed that these vortices might be 

aiding gas bubble breakage. All of these results suggest a combination of optimizing the gas behavior is a vertical well 

inclination, low mud rheology, low kill rate, and a drillpipe rotation above the critical speed. 

Introduction 

The single bubble model, although used in most well control methods calculations, is believed to need more accuracy.  

The bubble is more likely to break into smaller bubbles and distribute throughout the well as it migrates upwards. The 

purpose of this chapter is to address the factors that aid or hinder gas distribution; this is divided into two sections. 

First, we analyze the gas distribution of the full scale tests with different operational variations and cross validating 

the results with the published literature. Second, we review the effect of pipe rotation on fluid flow through the 

discussion of a fluid flow phenomenon known as Taylor vortices. These vortices are speculated to increase the gas 

distribution and breaking the gas into smaller bubble.  

The LSU #2 real scale experiments results and literature were cross validated with (Rommetveit and Olsen 1989; 

Spoerker, Gruber, and Brandstaetter 2012) in regards to factors affecting gas distribution. The gas distribution (i.e. 

higher gas breakage effect) has been shown to increase with the following factors: 1) less well inclination 2) lower 

mud rheology 3) lower kill rates  

Furthermore, a phenomenon known as Taylor vortices which takes place above a certain critical speed of rotation was 

proposed to aid to the gas mixing and breakage of the bubble. The Taylor vortices occurrence has been established for 

the case of liquid flow in-between two pipes with the inner pipe rotating(Taylor 1923). Although the gas mixing has 

not been experimentally researched for a non-Newtonian fluid with cases similar to a gas kick in the wellbore, evidence 

from literature supports the hypothesis of Taylor vortices aiding the mixing of gas in the wellbore and furthering the 

breakage of the gas (Spoerker, Gruber, and Brandstaetter 2012; Lockett, Richardson, and Worraker 1993).   

It is vital to discuss the gas distribution because the distribution of gas and maximum casing pressure are closely 

related. Fig 1 shows the correlation between surface gas void fraction and maximum casing pressure from the DEA 

project data. The surface gas void fraction is defined as the fraction of the wellbore occupied by the gas when gas 

reaches the surface.  Lower void fraction infers higher bubble breakage and higher gas distribution. As can be seen in 
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the figure, the gas surface void fraction is highly correlated with maximum casing pressure. The void fraction is 

dependent on several factors including flow rate, mud properties and type.  

 
Figure 1: Correlation between surface gas void fraction and Maximum Casing Pressure  

Gas Kick Distribution in Wellbore 

Well inclination effect on gas distribution. A team of researchers from the university of Leoben, performed 

a simulation using the VOF (Volume of fluid) multiphase modeling method. The simulation only models 10 meters 

of the well because the depth to annulus width is too high to graphically represent the behavior. Unlike most well 

control models of proposing a single bubble of gas moving upward, the vertical well model clearly illustrates that 

there is a streaking behavior of that gas and only a portion of gas stays as a single elongated bubble as in Fig 2 

(Spoerker and Tuschl 2010). This streaking behavior is of an agreement with the results of the DEA tests because the 

results report a different gas void fraction at the bottom than at the top. When the inclination of the well was slightly 

altered, the behavior of the gas took a slightly different pattern. The inclination has induced a more consolidated 

bubble towards the upper facing side of the annulus (Fig 3). As the inclination increases, the gas has a tendency to 

stay in one bubble.  
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Figure 2: Gas bubble flow in mud in vertical open hole over 3 min(Spoerker and Tuschl 2010). 

 
Figure 3: Gas behavior with 1 inclination (left) and 10 inclination (Right) over 3 min  (Spoerker and Tuschl 

2010).  

Mud flow rate effect on gas distribution. Experiments of gas distribution coming out of a full size well 

found in the literature indicate that the lower the rate of the kill operation for water based mud, the more dispersed the 

gas is (Rommetveit and Olsen 1989). Similarly, DEA project data analysis of the void fraction of gas at surface showed 

that the lower the kill rate, the more distributed the gas is in the wellbore. The data illustrates that gas distribution at 

surface increases as the kill flow rate increases as in Fig 4. For each set of tests, mud properties, kick size, and 

circulation rates are the same. 
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Figure 4: Effect of kill rate on gas distribution (“DEA Project 7” 1986). 

Mud viscosity effect on gas distribution. Using the DEA project data, for the similar gas distributions at the 

bottom and same circulation rate, the increased mud viscosity induces a higher gas concentration at the surface. Fig 5 

shows the difference of gas void fraction at surface with all other parameters kept the same except mud rheology. The 

higher the rheology, the higher the gas void fraction and, hence, the lower the distribution of gas.  The low mud 

rheology in the figure refer to a range of plastic viscosity (µp) of 7-19 eq cp and a yield stress (τy) of 2-4 lbf100ft2 

,whereas the high mud rheology refer to a range of plastic viscosity (µp) of 25-33 eq cp and a yield stress (τy) of 12-9 

lbf100ft2. 
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Figure 5: Mud rheology effect on gas distribution  

Based on the above mentioned factors, optimum combination of the increased gas distribution and lower casing 

pressure therefore is low kill rate, low mud rheology and vertical well orientation. However, the only parameter that 

can be controlled at the time of the operation is the kill rate. 

Pipe Rotation Effect on Gas Distribution. In this section, a fluid flow phenomenon known as Taylor 

vortices is proposed and is speculated to aid in the gas mixing. When these vortices occur, the gas bubble is suggested 

to break into smaller bubbles that is more likely to compromise the single bubble model.   

Overview of Taylor Vortices. In 1915, Taylor has concluded an interesting behavior for the fluid flow in between 

two concentric cylinders. He studied the effect of rotation for both the inner and outer cylinders. He found that behavior 

of fluid flow changes when the inner cylinder is in rotation. This is similar to the setup of inner drill pipe rotating 

inside a casing or open hole. Before Taylor’s work, most flow was studied under a Couette flow, which entails that 

the fluid flow between two cylinders can be approximated by the azimuthal velocity parallel to the direction of pipe 

rotation. The highest velocity vector is at the inner pipe and lowest is at the outer pipe as in Fig 6. Taylor then found 

that this is only applicable within a certain range of fluid viscosity and angular velocity of the inner pipe.   
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Figure 6: Couette flow illustration (Ball 2009). 

After a certain threshold, the fluid starts to take an interesting direction caused by the centrifugal forces coupled with 

the azimuthal velocity of the pipe. When the centrifugal forces overcome the viscous forces of the fluid, the flow takes 

a different direction. It produces what is known as Taylor vortices. These vortices are a circular flow perpendicular to 

the walls of the cylinder as illustrated in Fig 7. 

The flow characteristics at which these vortices form depend on speed of rotation, liquid density, liquid viscosity and 

geometry. A dimensionless number known as Taylor number is defined. 
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Figure 7: Taylor Vortices Illustration. Snapshots a through f show the time-lapse of the formation of the Taylor 

vortices with the rotation of the inner Cylinder (FlowKit 2016). 

Since the fluid we are dealing with is non-Newtonian shear thinning, the apparent viscosity changes with increased 

axial and radial velocity (pipe rotation). Ahmed presented a method at which the apparent viscosity can be estimated 

(Ahmed and Miska 2008)  

Critical Taylor number. The critical Taylor number is a number after which Taylor vortices appear. This number 

has been an area of study in itself. Taylor has defined the critical number to be 1708. Other studies such as Meksyn, 
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Chandrasekhar, DiPrima, Duty, Watanabe,  Harris, and Ried found a range of Critical Taylor number between 1075 

to 2255 (Drazin and Reid 2004; Watanabe, Sumio, and Ogata 2006; Walowit 1966). Further studies accounting for 

fluid rheology model, Soundalgekar et al found the critical Taylor number for stationary outer cylinder in an isothermal 

system to be 3389.9 (Soundalgekar, Takhar, and Smith 1981). In this analysis, the Taylor critical number used is 

3400.  

Critical rotation example. An example of a high rheology mud is plotted to find the Taylor number for each 

rotational speed. In Fig 8, the rotation speed is plotted against the Taylor number for a mud rheology presented in 

Erge’s paper (Erge et al. 2015). The mud flow rate was set at 90 gpm. The point of intersection between critical Taylor 

number (3400) and the curve gives the highest rotation speed after which the vortices start to appear (Critical rotation). 

It is observed from Fig 8, the increase in Taylor number is not linear with the increase in pipe rotation. This is due to 

the shear thinning properties of the fluid. The rotation speed is inversely proportional to the apparent viscosity and 

proportional to the Taylor number.  The geometry used for these graphs are LSU#2’s.  

 
Figure 8: Taylor number increase with increased rotation speed for mud1 at 90 gpm 

The process was done for two more mud properties (Table 1). Fig 9 shows the critical speed of rotation for each mud 

rheology with the increase in flow rate. The observation from Fig 9 shows a decrease in the value of the critical rotation 

speed with the increase in flow rate because the apparent viscosity decreases. This is caused by the shear thinning 

properties of the mud. 
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Table 1: Mud rheology models. 

Mud y, Pa K, Pa.sm m Critical speed of rotation at 90 gpm, RPM 

WN6 (Test 1-2 & 1-5 ) 1.2 .01 1 4 

WN20 (Test 4-2 ) 2.85 .2 0.74 27 

Mud1 (literature) 9.65 3.33 0.31 106 

Mud2 (literature) 7.1 1.09 0.4 60 

 

  

Figure 9: Critical rotation speed  

Effectiveness of Taylor vortices in breaking the gas bubble.Although the Taylor vortices criteria is 

speculated to break the bubble into smaller gas droplets, and consequently compromise the single bubble model, the 

vortices implications on drilling application were further discussed in the literature. These vortices were studied in 

reference to hole cleaning, influence on frictional pressure with pipe rotation, experimental two phase flow with 

rotating cylinder in Newtonian fluids, and numerical simulation of two phase flow with non-Newtonian fluid for kick 

purposes (Lockett, Richardson, and Worraker 1993; Ahmed and Miska 2008; Shiomi et al. 1992; Spoerker, Gruber, 

and Brandstaetter 2012).  Details on Taylor vortices discussion in regards to hole cleaning and numerical kick 

simulation with rotation are presented.  
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Lockett has conducted numerical simulations to understand the path that the particle takes with both pipe rotation and 

axial flow in a vertical well. The two phase (solid and liquid) investigation of Locket may aid in the understanding of 

gas path with the introduction of pipe rotation. He found that depending on the density ration between the fluid and 

the solid particles, the path of the particle is decided. The simulation results show that as long as the solid density to 

liquid density ratio is 2.4 or lower, the Taylor vortices produced by the rotation is able to suspend the particles at 

place. It is concluded that after the Taylor vortices are formed, the fluid has the ability to capture the particle and rotate 

it along the axis of the vortex (Lockett, Richardson, and Worraker 1993). 

 A computational fluid dynamics simulation using the volume of fluid method to understand the two phase flow of 

non-Newtonian fluid and gas kick interaction in a wellbore, specifically at the bottom of the well. Fig 10 shows the 

volume fraction of gas (red) to mud (blue). The figures are numbered representing their positions from the bottom of 

the well. It can be observed that as the gas bubble moves upward, the phase mixing (bubble breakage) is more evident, 

potentially caused by pipe rotation (120 RPM in the simulations) (Spoerker, Gruber, and Brandstaetter 2012). The 

pattern in (Fig 10 (2)), visibly illustrates the Tylor vortices phenomena.   

 

Figure 10: A simulated gas disrubution as kick moves upward in non_Newtanian mud (Spoerker, Gruber, and 

Brandstaetter 2012). 

The work of (Spoerker, Gruber, and Brandstaetter 2012; Lockett, Richardson, and Worraker 1993) discusses a two 

phase observation with pipe rotation. It is proposed with the presence of Taylor vortices, their trajectory is able to aid 

to the gas mixing as they help in solid- mud interaction and gas-mud interaction as shown by the above mentioned 

simulations.  The axial flow is forcing the gas and mud to move upwards, while Taylor vortices move fluid from inner 

pipe to outer pipe in a circular motion. 
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Conclusion 

Evidence from the analysis of the real scale experiments casing pressure and the gas void fraction shows a clear 

relation between gas dispersion and reducing the surface pressure. If gas stays in one single bubble, the casing pressure 

is maximized which is an undesirable outcome as it puts the surface equipment and downhole formations near the 

casing shoe in jeopardy and increases the risk on the crew. Coupling the real scale data analysis with literate has 

presented that, in many cases, the single bubble model is invalid for a kick situation with non-Newtonian mud. Low 

kill rate, low mud rheology and vertical well inclination are all among the factors that can aid to the breakage of gas 

into smaller gas bubbles dispersed in the mud. Furthermore, a fluid flow phenomenon known as Taylor vortices that 

is known to occur above a critical speed of drill pipe rotation is reviewed. This critical speed of rotation depends on 

mud density, mud apparent viscosity, and geometry.  Further literature investigation on Taylor vortices (hole cleaning 

and kick situation simulations) showed that these vortices might be a factor into aiding to gas mixing and breaking the 

single bubble. Therefore, all these results suggest that optimum combination for breaking the gas bubble are a vertical 

well inclination, low mud rheology, low kill rate and a drill pipe rotation above the critical speed. However, the only 

operational parameters that can be controlled after taking a kick is the kill rate and pipe rotation speed.   
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Abstract: The finite element inversion analysis method, allowing for describing the 

creep behavior of soft soil, is presented for simulating the subgrade settlement. The 

finite element analysis software, ABAQUS, is embedded into an improved whale 

algorithm (SWAO) based on information entropy by MATLAB, thus the calculation 

parameters of soft soil can be obtained quickly and accurately. The modified Drucker-

Prager and time hardening creep model are used to simulate the subgrade settlement 

and deformation. To test the reliability of the proposed method, the finite element 

inversion model is built for a highway subgrade crossing soft soil and the deformation 

of the subgrade is simulated during the whole construction period. The simulation 

results indicate that the subgrade deformation obtained by the inversion analysis agreed 

well with the measured data. In addition, the post-construction settlement is also 

predicted and the settlement is within 10cm in ten years after construction, which may 

provide good theoretical guidance for the operation and management of highways. 

Keywords: finite element method; inverse analysis; soft soil creep; subgrade settlement 

1. Introduction 

The settlement deformation of soft soil subgrade under self-weight stress includes 

elastic deformation and creep effect caused by filling material, which directly affects 
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the stability and bearing capacity of highways. Therefore, how to accurately predict the 

settlement of soft soil foundation and ensure the safe operation of highways not only 

has important theoretical research value but also has strong engineering guiding 

significance. FE analyses and analytical solution based tools are widely used in 

geotechnical engineering [1], such as predicting the bearing capacity of foundations [2], 

calculating the safety factor of slopes [3], predicting the ground settlement of 

embankments (e.g., [4, 5]) or tunnel, and predicting the deformation of retaining wall 

during excavation. For all these cases, a common requirement is to adequately obtain 

the soil properties and the design parameters from laboratory or field tests 

measurements [6, 7, 8]. However, this parameter acquisition method has certain 

limitations and cannot accurately reflect the overall soil properties of subgrades, which 

leads to the limited accuracy of the calculation results. Therefore, based on the 

measured data, the intelligent analysis method is needed to inverse the soil mechanical 

parameters, which provides a new method for obtaining the soil calculation parameters. 

In recent years, several more effective back-analysis methods have been developed. 

These methods primarily achieved improved back-analysis effectiveness by using 

intelligent optimization algorithms and intelligent computing techniques or a 

combination thereof [6]. Intelligent optimization algorithms can accelerate the soil 

parameter optimization and thus avoid unnecessary fitness value calculations. 

Intelligent computing techniques calculate the fitness values faster than the FEM [9, 6]. 

However, the results of intelligent optimization algorithms are affected by the initial 

parameter values, and a local minimum or premature convergence is often obtained [9, 

6]. Intelligent computing techniques also require many FEM calculations for training, 

which consume a considerable amount of time [6]. Furthermore, the results of 

intelligent computing techniques are affected by the training process, and the solution 

is sometimes unstable. 

 Recently, a parallel algorithm was used in geotechnical engineering back-analyses 

[6]. For example, Ledesma et al. [10] estimated parameters in geotechnical back 

analysis based on a maximum likelihood approach. Cheng et al. [11] utilized a hybrid 

approach for handling pile driving back analysis. Yu et al. [12] used artificial neural 

networks (ANN) for displacement back analysis of earth-rockfill dams. Hashash et al. 

[13] used optimization-based inverse analysis for excavation response. The soil 

parameters of the Malutang II CFRD were back-analyzed by Jia & Chi [6] using an 

intelligent parallel algorithm back-analysis method, in which the soil parameters were 

optimized by mutation particle swarm optimization. Fang [14] proposed and applied a 

new improvement of PSO in the inverse analysis for mechanical parameters of a mass 

concrete arch dam. Li Zheng et al. [15] used BP neural network to invert the mechanical 

parameters of soft soil foundation, and then predicted the settlement of the project. 
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Based on the displacement back analysis method of an evolutionary neural network, Li 

[16] predicted the differential settlement of subgrade before and after the expansion of 

two expressways. To analyze the rules of soft foundation settlement, Shen et al., [17] 

used the BP neural network to fit and optimize the settlement data of an expressway 

project. Taking advantage of the strong non-linear mapping and learning ability of BP 

neural network, Yi et al. [18] proposed a method to predict soft foundation settlement 

based on BP neural network model. Li et al. [19] used the measured settlement data of 

soft ground, then came up with the prediction method of soft ground settlement based 

on the BP artificial neural network in the MATLAB simulation environment.  

Most of the above-mentioned methods adopt semi-empirical and semi-theoretical 

methods to analyze the settlement and deformation of highways soft foundation. The 

phenomenon of deformation and settlement of rock and soil layer of highways soft 

foundation embankment is highly complex, and there are large errors in the practical 

application of these methods. In geotechnical engineering, we wish to create the most 

ideal results with the available resources. In the increasingly competitive world, we 

cannot simply be satisfied with just acceptable solutions or performance. Rather we 

have to be looking to design the best systems [20]. While designing new models in any 

field, we must use design tools that provide the desired results in a timely and 

economical manner [21, 22]. With in‐depth research in the field of optimization, the 

recent literature shows that WOA has a tremendous capability of solving complex 

engineering optimization problems [23]. Its evident advantages such as simplicity, 

flexibility, fast convergence speed, and stochastic nature gained outstanding attention 

among the current research community in multiple disciplines. Some of the striking 

features of WOA are its balanced implementation of the exploration (global search) and 

exploitation (local search) strategies of searching, and its successful execution even 

with a lesser number of parameters [24, 25, 26]. Moreover, it can also inherit the 

efficient function of an evaluation-based algorithm combining crossover and mutation 

processes within its structure. Resultantly, it builds a very strong framework exploiting 

a better convergence rate. Unlike other meta-heuristic algorithms, WOA tends to have 

some drawbacks. As per the existing literature, the power of the original WOA lies in 

its global exploration phase, but sometimes it may get trapped into local optima and 

fails to apply the global search exhaustively [23]. These limitations encourage the 

researchers to modify and hybridize it with other methods or metaheuristics for solving 

high-dimensional problems. 

Given the limitations of the original WAO in local optimum and low convergence 

accuracy in complex optimization problems, based on the fundamental WAO, an 

improved algorithm (SWAO) based on information entropy is proposed. The 

information entropy itself is an uncertain measure. It is used to control the range of 
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whale searches in path selection. It can overcome the shortcomings of the basic WAO 

and can improve the global convergence speed of the algorithm. At the same time, the 

obtained results of SWOA are compared to those of the traditional PSO. 

Furthermore, since the creep effect of soft soil is an important factor that cannot be 

ignored in the prediction of the long-term settlement deformation of soft soil subgrade, 

this paper puts forward the back analysis method of subgrade surcharge preloading 

considering the creep effect of soft soil and constructs a FE back analysis system based 

on SWAO. Through the embedment of ABAQUS FEA software with SWAO by 

MATLAB language, the calculation parameters of the soft soil stratum are obtained 

quickly and accurately. So that the subsequent FEA results more accurately reflect the 

settlement and deformation of the subgrade soil. To verify the reliability of this method, 

a FE model of an expressway subgrade across the soft soil area is constructed, and the 

deformation of the subgrade during the whole construction period is simulated. The 

obtained results may provide good theoretical guidance for the operation and 

management of highways. 

2. Inverse analysis method of subgrade considering creep 

2.1 Constitutive model of coupled creep effect 

2.1.1 Soil stress state 

Linear Drucker Prager yield criterion hardening model [27] is adopted in this paper, 

and its governing equation is as follows: 

( ) 0

1 3 1 3

1
1 tan

tan 3 0
1 1

2 tan 1 tan
3 6

c

ββ
σ σ σ σ σ

β β

−
− + + − =

+ +
              (1) 

Where σ1 and σ3 represent the first and third principal stresses respectively; β is the 

slope angle of linear yield surface,
6sin

tan
3 sin

ϕ
β

ϕ
=

−
  ; the initial yield stress

0 cos
2

1 sin
c c

ϕ
σ

ϕ
=

−
, where φ is the internal friction angle and c is the cohesion. 

2.1.2 Calculation of creep process 

ABAQUS provides power law and hyperbolic sine law to describe creep 

characteristics. The former includes time hardening and strain hardening. In this paper, 

the widely used time hardening creep model is used to calculate the deformation of 

subgrade [27, 28]: 

( )n
cr cr mA tε σ=& ，                           (2) 
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where crε& is the equivalent creep strain rate cr

t

ε
ε

∆
=
∆

& ; A is the parameter reflecting the 

creep rate, soil composition, and structure of the soil; crσ is the equivalent creep stress.  

Performing the time integration on both the left and right sides of Eq. (2) at the same 

time, we get: 

( ) 1

1

n
cr mA

t
m

ε σ +=
+

，                           (3) 

Then the logarithms of the two sides are obtained: 

( )ln ln ln 1 ln
1

crA
n m t

m
ε σ= + + +

+
，                               (4) 

 

in Eq. (4), strain ε is the strain of soil at any time t; n refers to the power function in the 

ε-σ relationship curve; m+1 refers to the power function in the ε-t relationship curve in 

the data analysis, it is found that m+1 is a value between 0 and 1, that is, the value of 

m is between −1 and 0. In theory, A=ε(t,σ), A⁄(m+1) is the strain when σ=1, t=1, 

ln(A⁄(m+1)) can be obtained by intersecting the axis extending through the ln ε-lnσ 

relationship curve to ln σ =0. From Eq. (3), it can reflect the constitutive relationship of 

the three parameters m, n, and A of the creep characteristics of the soil. These three 

parameters also represent different meanings e.g., m is the parameter controlling the 

effect of time on creep, n is the effect of stress on creep, and A is the rate of soil creep, 

which reflects the characteristics of soil composition and structure to a certain extent. 

2.2 Construction principle of inversion model based on displacement monitoring 

data 

Material parameters mainly include self-property parameters, elastic mechanical 

parameters, plastic parameters, creep parameters, etc. The parameters to be inverted 

can be expressed as: 

[ ]1 2, ...
T

mX x x x=  ,                      (4) 

where m is the total number of parameters to be inverted. 

The displacement value obtained through actual monitoring or experimental 

measurement can be expressed as: 

( )0 0 0 0

1 2, ,..., nU u u u= ,                        (5) 

where 0 0

1 2, ,u u and 0

nu  are the measured displacement values at the measuring points; n 

is the number of measuring points. 
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The soil displacement variable U is a function of the parameters to be inverted, and 

its function relationship is 

( )1 2, ,... nU f x x x= .                        (6) 

Given the initial value of the parameter to be calculated [ ]1 2, ,...
T

mX x x x= , the 

displacement value of each measuring point can be obtained 

[ ]1 2, ,...
T

nU u u u= ,                       (7) 

where u1, u2,..., un are the displacement values of each measuring point. 

The following fitness functions are constructed to find the best fitness to minimize 

the error between the calculated results and the actual monitoring results 
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Where, X* is the soil mechanical parameter corresponding to the best fitness; ui(X) is 

the displacement value calculated by the FE when the soil mechanical parameter is X*. 

2.3 WAO and its program implementation 

This article studies a new algorithm that mimics the behavior of whales. The 

strangest thing about whales is the way they hunt. Their foraging behavior is called 

bubble-net feeding. Seyde and Samaneh [29] found two movements, namely positive 

upward and double cycle.  

 

Fig. 1 Bubble-net feeding behavior of humpback whales [30] 

Applying this to the algorithm includes three stages: (1) In the stage of encircling 
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prey, whales are uncertain about the food location, and they need to cooperate in groups 

to obtain food location information. (2) To achieve the local optimization of whales, 

the action of whales to prey and spit bubbles through the contraction and spiral update 

position is designed (Fig. 1). This is called the bubble-net attack stage. (3) The 

individual selection of reference whales is random, which is designed as the stage of 

searching for food. 

2.3.1 Encircling prey 

Whales can identify the location of their prey and surround them. However, the 

location of the optimal design of the search spatial for whales is unknown. WOA 

assumes that the current candidate solution is the target location or close to the target 

location. The best candidate solution appears after the definition of the best search 

agent, which is updated according to the location. 

This behavior is expressed as: 

( ) ( )*D C X t X t= ⋅ −
rr r r

,                            (9) 

( ) *1 ( )X t X t A D+ = − ⋅
rr r r

,                             (10) 

where: t represents the current iteration; A
r

 , D
r

 represents the vector coefficient; X
r

 

represents the position vector; *X
r

 represents the local optimal solution; “||” is the 

absolute value; “ ⋅” is dot multiplication. 

2A a r a= ⋅ −
r r r r

,                              (11) 

2C r=
r r

,                              (12) 

where: a
r

decreases linearly from 2-0 in the iterative process; r
r

is a vector composed of 

[0, 1] random numbers. In each iteration, *X
r

 is updated when there is an optimal 

solution. 

2.3.2 Bubble-net attacking method (exploitation phase) 

This stage simulates the spiral movement of the whale and establishes the spiral 

equation between the position of whales and the position of the prey. 

( ) ( ) ( )' *1 cos 2blX t D e l X tπ+ = ⋅ +
r r r

,                              (13) 

( ) ( )*D X t X t= −
r r r

,                              (14) 
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in the formula: b is expressed as a constant defining the shape of the logarithmic spiral; 

l is expressed as a random vector of [-1,1]. 

2.3.3 Search for prey (exploration phase) 

Whales search randomly based on each other’s location, so a random value is used 

to make it greater or less than 1, and then force the search agent value to move away 

from the reference whale. On the contrary, in the development phase, the position of 

the search agent in the exploration phase is updated until it is found based on the 

randomly selected search agent instead of the best search agent. 

The mathematical model is as follows: 

( )randD C X X t= ⋅ −
rr r

,                           (15) 

( )1 randX t X A D+ = − ⋅
rr r r

,                           (16) 

2.4 Algorithm improvement 

2.4.1 Improvement based on entropy 

Like other intelligent algorithms, WAO has some disadvantages, such as low 

convergence accuracy, easy to fall into local optimal solution, and so on. It can be seen 

from Eqs. ((10), (13), and (16)) that the selection of whales’ search direction and the 

control of range size affect the efficiency of predation and slow the convergence speed 

of the algorithm. We know that information entropy is uncertain. In this paper, the 

information entropy is introduced into the predation range of whales, and the search 

range of whales is optimized through the difference between the fitness value in the 

early and late stages. From the path of the bubble-net attack stage, α is introduced to 

expand the search range of whales; On the other hand, the optimal candidate solution 

of whales in the encircling predation stage is adjusted to find food more quickly. Finally, 

the algorithm can jump out of the local optimum and improve the convergence speed.  

Entropy, as a physical concept, was first proposed by Clausius (1850) in 

thermodynamics. After more than half a century of development and evolution, the 

probability measure entropy used to describe the state of the system has been updated. 

The entropy of discrete random variables is as follows: 

( )
1

ln
n

i ii
H x p p

=
= −∑ ,                      (17) 

where: ip is the probability of occurrence of each state, 0,ip ≥
1

1
n

ii
p

=
=∑ . 

Information entropy is used to measure the amount of information needed to 

eliminate uncertainty, which refers to the measurement of the amount of information 
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contained in unknown events. There is a certain uncertainty in the occurrence of any 

event. The main fields of application of entropy theory are: (1) weight determination; 

(2) other theories are introduced as a measure of uncertainty; (3) as a new dimension 

of complexity evaluation; (4) as the algorithm’s stopping judgment criterion. 

The entropy function of discrete random variables has the following properties: (1) 

Function symmetry; (2) non-negativity; (3) certainty; (4) scalability; (5) additivity; (6) 

extreme value; (7) convexity. 

Using the characteristics of information entropy, the shortcoming of randomness is 

avoided in the selection of the initial population. Then, the range of whale feeding is 

regulated, the local optimal problem no longer exists, and the adaptive adjustment of 

the algorithm is realized. The emergence of a certain required value makes the 

algorithm output the optimal solution, and the search is ended. 

Because the path of whales’ predation is uncertain, and the information entropy 

itself can measure the uncertainty of event occurrence, the information entropy is 

introduced into WAO, and the value of information entropy is used to disturb the 

parameters so that the whale individuals are evenly distributed in the search space. 

Information entropy is defined as: 

 ( ) lnE n n= ,                                   (18) 

where: n = [0,1] is a random vector. 

The fitness value is defined at the initial stage of population search, and the fitness 

value is updated following the population iteration. The direction of the whale prey 

search is similar to the information entropy value. According to this situation, the 

population fitness value is updated by the iteration change, and fitnescz1 and fitnescz2 

are determined, and then the prey behavior is divided into c1 and c2 paths.  

There is: 

( )max 0.5 ln 0.5H = − ⋅ ,                            (19) 

( ) ( )1 ln 1 2 ln 2H c c c c= − ⋅ − ⋅ ,                            (20) 

The adjustment parameters are as follows: 

max

max

H H

H
α

−
= ,                            (21)  
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max1
2

H H

H
β

−
= − ,                           (22)  

where: α is the probability of optimal path selection; β is the proportion of whales that 

can be selected in an appropriate small range; Hmax is the maximum entropy value, and 

the maximum entropy value is when t=0.5. 

Substitute β into Eq. (9) and modify it to get: 

( ) ( )*D X t X tβ= ⋅ −
r r r

,                          (23)  

Substitute α into Eq. (2) and modify it to get: 

( ) ( )*1X t X t Dα+ = − ⋅
r r r

,                          (24)  

In the early stage of WAO, the population size is small, and the individual 

distribution of whales’ population is uneven, scattered in the initial solution space. In 

the later stage, with the iteration, the search range of the whale is expanded, the local 

search ability is increased, and the premature is well controlled. For β, its value is large 

at the beginning of the algorithm operation, which ensures that the optimal solution is 

found as much as possible; In the later stage, with the change of entropy, the search 

process decreases, and the size of α and β changes due to the change of information 

entropy, which increases the search process and avoids premature. In the whole process 

of whale prey, the emergence of information entropy changes the size of α and β, the 

search efficiency of the algorithm is improved, and the adaptive adjustment of the 

algorithm runs flexibly. 

The principle of self-adaptive adjustment is to realize the self-regulation of the 

algorithm operation process through the cooperation of α, β, and D
r

and A
r

, and adjust 

the search process by the change of α and β to overcome the defects of WAO, such as 

easy to fall into prematurity. 

2.4.2 Optimization process 

Step 1: initialize the parameters. The probability of optimal path selection is α, the 

proportion of whales allowed to be selected in an appropriate small range is β, the 

number of iterations is t, the maximum number of iterations is tmax, E(n) is a random 

number between [0,1], the number of whales is N; 

Step 2: calculate the fitness ( ){ }, 1, 2,...,if X i N= of an individual whale and record the 

current optimal whale position; 

Step 3: update the parameters α, β, E(n) of each search agent; 
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Step 4: determine the information entropy value. If E(n)<E(0.5), then make |A|<1 

judgment, if so, update the position of the next generation according to Eq. (24), 

otherwise update the position of the next generation according to Eq. (16); 

Step 5: if E(n)>E(0.5), update the position of the next generation according to Eq. (13); 

Step 6: judge the conditions of the end of the loop, and meet the requirements, that is, 

end the algorithm and output the target value; Otherwise, return to the above steps and 

continue the loop. 

2.4.3 Improved algorithm flow chart 

SWAO optimizes the whales’ prey behavior from two aspects. On the one hand, 

the optimal path selection probability α is used to measure the spiral equation of the 

bubble-net attack stage, so that whales can obtain the best global optimal solution. On 

the other hand, the optimal candidate solution in the predation stage is adjusted by 

selecting the proportion of whales β in an appropriate small range. The flow of SWAO 

is shown in Fig. 2. 

 

Fig. 2 Flow chart of the improved algorithm 

To sum up, the flow of finite element analysis of soft soil foundation settlement based 

on the improved WOA algorithm is shown in Fig. 3. 
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Fig. 3 Flowchart of the finite element inverse method 

3. Calculation and analysis of consolidation and creep settlement of soft soil 

subgrade 

3.1 Overview of the calculation model 

This paper relies on the numerical simulation of an expressway crossing a soft soil 

area, and its subgrade section is depicted in Fig. 4. The pavement structure is an asphalt 

pavement structure. The model is 0.69m asphalt pavement, 4m embankment, 0.5m sand 

cushion, and 19.5m silty clay from the surface to the bottom. The groundwater level is 

1m below the ground. The embankment and pavement are graded according to 1 ∶ 1.5. 

Three deformation monitoring instruments are buried at the measuring points 1, 2, and 

3 to monitor the deformation of the foundation during construction. 

 

Fig. 4 Design profile of the subgrade 

3.2 Finite element model 

The finite element model established in this paper is mainly used to obtain the 

settlement deformation of soft soil subgrade. The mesh of the model is shown in Fig. 
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5, and the mesh size is 0.75 ~ 1m. The boundary conditions of the model are shown in 

Table 1. 

 

Fig. 5 Finite element mesh of the subgrade model 

Table 1 Setting of the subgrade model boundary conditions 

Boundary position Boundary type 

Subgrade surface Free drainage boundary 

Left and right side of the subgrade Horizontal constraint 

At the bottom of the foundation Undrained fixed boundary 

3.3 Inversion interval of model calculation parameters 

There are seven parameters to be inverted, including elastic modulus E, Poisson’s 

ratio μ, slope angle β of linear yield surface, initial yield stress 0

cσ and creep parameters 

a, m, n. The range of values is given in Table 2. For WOA, the maximum number of 

iterations is set to 150, the population size is 30, and the logarithmic spiral shape 

constant is 1. 

Table 2 Ranges of the unknown inversion parameters 

Model parameters to be inverted Inversion interval 

Elastic modulus E/kPa [3 000,5 000] 

Poisson’s ratio μ [0.2,0.4] 

Slope angle β of the linear yield surface [20,40] 

Initial yield stress 0

c kPaσ  
[30,80] 

 

Creep parameters 

A             [1e 6,2e 6] 

m                   [-1,0] 

n                    [1,3] 

4. Result analysis 

The measured settlement data of survey points 1, 2, and 3 on the 210th day of the 

construction period are used as the basic data to construct the fitness function for 

parameter inversion analysis. Fig. 6 depicts the convergence curve of the fitness 

function of the inversion analysis based on the traditional particle swarm optimization 

(PSO) and SWOA. It can be seen from the figure that the fitness value of SWOA has 
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not changed in the 38th generation, indicating that the calculation has converged. At this 

time, the fitness function value is 2.5e‐ 5. PSO does not change the fitness at the 75th 

generation, and the value of the fitness function after convergence is 4.7e 2. It can be 

seen that SWOA has faster convergence speed, stronger optimization ability, and higher 

optimization accuracy than PSO. Therefore, the inverse analysis method based on the 

improved algorithm proposed in this paper cannot only ensure the high-precision 

calculation results but also greatly save the calculation time. 

 

Fig. 6 Optimization curve of the algorithm 

Table 3 Comparisons between the inversion parameters  

and the design parameters 

Model parameters Parameters obtained by 

inversion 

Design parameters 

Elastic modulus E/kPa 4 200.0 3 300.0 

Poisson’s ratio μ 0.36 0.25 

Slope angle β of the linear 

yield surface 

35.3 22 

Initial yield stress 0

c kPaσ  
57.0 45 

 

Creep parameters 

A             1.2e 6 1.5e 6 

m               -0.99 -0.95 

n                2.0 1.5 

After inverse analysis, the constitutive model calculation parameters of the 

foundation are obtained, as given in Table 3. It can be seen that the values of model 

parameters obtained from inversion analysis are quite different from those of design 

parameters. 

Using the model parameters obtained from the inverse analysis to perform FE 

calculation, the vertical displacement cloud chart of the subgrade just after construction 

and 10 years after the completion of the construction are depicted in Fig. 7(a) and Fig. 

7(b), respectively. It can be seen from the figure that the contour of the vertical 
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displacement of the subgrade is approximately elliptical, and the maximum settlement 

area is in the center of the foundation surface.  

By comparison, it is found that the displacement cloud chart just after the 

completion of the construction and the displacement cloud chart 10 years later is quite 

different. This indicates that the highway on the soft soil subgrade will undergo obvious 

later creep deformation. Therefore, to accurately calculate and predict the deformation 

of highways, the creep effect cannot be ignored.  

 

Fig. 7 Contour of the vertical displacement of the subgrade 

The calculation results of the whole construction period using the inversion 

parameters and design parameters are depicted in Fig. 8. It can be seen from the figure 

that although the trend of the results calculated based on the inversion parameters and 

the design parameters is the same, as time goes by, the gap between the two gradually 

increases. The fitting effect between the results of the inversion analysis and the 

measured values is better. This shows that after inversion analysis, the accuracy of 

deformation calculation can be greatly improved, which verifies the reliability of the 

method proposed in this paper.  
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Fig. 8 Comparisons between the calculated and the measured results of the 

settlement 

The vertical settlement changes of the pavement center point and the road shoulder 

over time are calculated, as depicted in Fig.9(a). It can be seen from the figure that there 

is continuous settlement deformation after the completion of the highway, and the 

settlement at the center of the pavement is significantly greater than that at the shoulder, 

and the deformation rates of both show a trend from fast to slow. After 10 years of 

construction, the settlement of the pavement is less than 10cm, which meets the 

requirements of highways subgrade design specifications.  

The difference value of settlement between the pavement center and the pavement 

shoulder (i.e., uneven settlement) is calculated over time, as depicted in Fig. Fig.9(b). 

It can be seen that with time, about 5 years after the completion of the construction, the 

uneven settlement value gradually stabilizes and is controlled at about 16mm. 

 

(a) Pavement and shoulder settlement               (b) Subgrade deformation 

Fig.9 Subgrade settlement time-varying trend 

5. Conclusion 

Based on the improved WOA algorithm, an inversion analysis model for subgrade 

settlement that can consider the creep effect of soft soil is proposed, and a numerical 
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simulation study is carried out relying on a highway crossing a soft soil area. The 

foundation model parameters of the project are obtained through inversion analysis, 

and the results show that the improved algorithm has higher optimization speed and 

accuracy than the traditional particle swarm optimization algorithm. Through the 

comparative analysis with the measured data, it can be known that the subgrade 

deformation obtained by the inversion analysis has a high consistency with the 

measured value, which verifies the reliability and rationality of the method proposed in 

this paper. On this basis, the calculation parameters obtained from the inversion 

analysis are used to predict the settlement of the subgrade and pavement in 10 years 

after construction, which provides good theoretical guidance for the operation and 

management of highways. At the same time, the research results in this paper may 

provide a good reference value for similar projects. 
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Abstract— Material Property Prediction and Material 

Discovery are few areas of Material Science wherein in Machine 

Learning plays a key role of accelerating. These applications 

generally have learning from scratch as the learning strategy. While 

in other applications of Machine Learning, pre-training has started 

to show a significant differentiation. This study proposes a pre-

training strategy for learning unified representations of Engineering 

Materials. The study stresses the importance of learning unified 

representations of Engineering Materials, and shows that learning 

unified representation from unsupervised learning strategy improves 

the model’s performance significantly. The research systematically 

studies the improvements of the pre-training in various 

benchmarking datasets focusing on the tasks of Material Discovery 

and Material Property prediction. The study amends the researcher’s 

pre-training strategy with different Encoders like Transformer and 

Graph Neural Networks, both of which are well known to capture 

structural information. This research finally conducts an ablation 

study which prevails the different results obtained. 

 

Keywords— graph neural networks, material property 

prediction, transformers, unsupervised pre-training. 
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Generative Adversarial Networks for Generation of

Synthetic High Entropy Alloys
Christian Eike Precker, Andrea Gregores-Coto, Santiago Muı́ños-Landı́n

Abstract—High-performance materials are a key tool for several
reasons. On the one hand, their use brings obvious progress in the
performance of the pieces where they are used in fields such as
aeronautics, construction, or biotechnology. On the other hand, high-
performance materials also allow more efficient use of energy in
industrial processes where the use of such energy becomes intensive
with its consequences in terms of environmental and economic
sustainability. For these reasons, the emergence of high-performance
materials such as high entropy alloys (HEAs) has captured the atten-
tion of industry and researchers within the last years. However, the
development of these materials requires a large amount of time and
money invested in the design, synthesizability evaluation, construc-
tion, and characterization of such compounds. The use of artificial
intelligence for the design of materials, even in its current infancy
status, provides a valuable tool to accelerate the initial phases of
materials design and HEAs, where the high number of combinations
brings a perfect scenario for the deployment of Machine Learning
techniques. In this work, a Generative based approach is used, namely
Generative Adversarial Networks (GANs) to generate synthetic HEAs
for highly intensive industrial processes. The architecture model of a
GAN involves two neural networks. The first one is a generator model
for generating chemical compositions of candidate alloys to form
the HEAs. The second one is a discriminator model for classifying
the generated samples coming from the generator in real or fake
compositions. The discriminator learns from a specific data structure
that contains data from real samples to classify the generated samples.
A GAN extension that conditionally generates the synthetic outputs
by the addition of extra inputs was used. This so-called conditional
tabular generative adversarial network (CTGAN) was developed to be
used with tabular datasets as input. Such data is normally composed
of a mix of continuous and discrete columns, making some deep
neural network models fail in performing a properly modeling for
this kind of inputs. In the present approach, the generated realistic
synthetic data was based on the conventional parametric design
parameters used for HEAs, i.e., atomic size difference δ, mean
atomic radius a, average melting temperature Tm, mixing enthalpy
∆Hmix, mixing entropy ∆Smix, electronegativity χ, valence electron
concentration (V EC), mean bulk modulus K, and the standard
deviation for most of them. As conditioned input data, the chemical
composition of the alloys and their phase has been considered. The
phase was classified in four classes, namely amorphous, intermetallic,
solid solution, and solid solution + intermetallic, which can be
used as an indicator for their applicability. The CTGAN provides
as output candidates of HEAs, the expected parameters mentioned
above, and corresponding phase. The generated data is compared with
the calculated data and a verification of novel generated compositions
is done in open materials databases available in the literature. Finally,
a specific data structure for the CTGAN training and results of the
performance of this approach is provided, which was developed in
the framework of the European project ACHIEF for the discovery of
novel materials to be used in industrial processes.

C. E. Precker, A. Gregores-Coto, and S. Muı́ños-Landı́n are with
the AIMEN Technology Centre, Smart Systems and Smart Manufactur-
ing–Artificial Intelligence and Data Analytics Laboratory, PI. Cataboi, 36418
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Keywords—Artificial Intelligence, High Entropy Alloys, Genera-
tive Adversarial Networks, Intensive Energy Processes.

I. INTRODUCTION

TECHNOLOGICAL advances lead humans to search for

new possibilities in all fields of science. One example

was the development of high-entropy alloys (HEAs) by two

independent research groups in 2004 [1], [2], which is a class

of materials containing multiple principal chemical elements

in near-equiatomic proportions. These kinds of materials are

of interest to many fields due to their remarkable physical

properties, such as superior hardness, strength, and great

wear resistance [3]. Before the HEAs, the common alloying

approach consisted of using a primary element, e.g., iron,

followed by the addition of small amounts of secondary

elements, e.g., chromium, to increase corrosion resistance,

and carbon to increase the strength. This primary element

method makes the combination space of elements limited,

whereas, in the case of HEAs, many exploitable combinations

are still open for discovery, with improved mechanical and

thermodynamic performance.

In HEAs, the presence of multiple chemical elements in

near-equiatomic proportions (composed of five or more prin-

cipal elements, with each of them possessing between 5 and

35 atomic percentage) increases sufficiently the entropy of

mixing, overcoming the enthalpy formation of the compounds,

giving rise to stable solid solution formations, rather than

intermetallic compounds [1]. HEAs can also be defined in

terms of the calculated mixing entropy ∆Smix by the equation

∆Smix = −R

n
∑

i=1

ci ln ci, (1)

where ci is the stoichiometric ratio of the i-th component in the

alloy, and R is the gas constant [4]. The mixing entropy can

be written in terms of the gas constant R, and HEAs defined

when a composition has ∆Smix ≥ 1.5R. For 1R ≤ ∆Smix ≤
1.5 R the compounds are defined as medium entropy alloys

(MEAs) and for ∆Smix < 1 R, low entropy alloys (LEAs)

[5]. From Eq. (1) it is possible to see that with the increase

of the number of elements, the entropy also increases, e.g., an

alloy containing five and six equiatomic elements has ∆Smix =
1.61R and 1.79R respectively.

The high entropy effect in HEAs is important because it

can enhance the formation of phases. Among the phases in

which HEAs can be found, the alloys can be classified as

solid-solution (SS), intermetallic (IM), amorphous (AM), or

a mixture of them. The SS phase means a significant or

115



Conference Proceedings, Amsterdam Netherlands September 16-17, 2021

complete mixing of all constituent elements in the structures

of body-centered cubic (BCC), face-centered cubic (FCC), or

hexagonal close-packed (HCP). IM phases mean stoichiomet-

ric compounds with specific Strukturbericht designation, such

as B2 (for example NiAl) and L12 (for example Ni3Al) [3],

[5]. The phase is an important parameter for HEAs since it

determines the physical properties. For example, to achieve

high hardness, the SS is indicated, for better elasticity, the

AM, and for great wear resistance, IM [6], [7].

With the graphic processor unit (GPU) developments us-

ing parallel processing for imaging, e.g., in video games,

video processing, and simulations, in 2009, a window was

opened to make use of GPUs in neural networks [8]. Since

then, artificial intelligence applications have had significant

growth in applications in all fields, such as in medicine,

identifying metastatic breast cancer tumors, or in transport,

with autonomous cars. Furthermore, artificial intelligence and

machine learning methods can also be used in the field of

materials science to speed up discoveries, saving time and

money when compared to traditional methods [9], [10], [11].

In this work, artificial intelligence is used to generate

synthetic data based on real HEAs found in the literature, and

calculated parameters data, providing as output candidates of

possible new alloys and corresponding parameters. For that,

a dataset containing a large amount of HEAs and specific

calculated design parameters [12] was used in a generative

model, called conditional tabular generative adversarial net-

work (CTGAN) [13].

II. METHODOLOGY

In this section, the methodology used will be discussed, i.e.,

how the generation of the dataset used in this work was done,

as well as the explanation about the Deep Learning methods

addressed. Fig. 1 shows a sketch of the workflow, where

SS

IM

AM

SS+IMSS+IM

CTGAN

Candidate

Materials 

DFT Calculations

HEAs

Dataset

DFT Ca ationsCalculat

Fig. 1. The approach followed in this work to obtain synthetic HEAs
compositions. A specific dataset has been developed and made accessible
for this purpose, containing a large amount of HEAs data. The data feeds the
CTGAN network architecture, where the Discriminator is used to classify
the Generator outcomes until the synthetic compounds become realistic
considering real data. Candidate materials that come out from the CTGAN
are evaluated via DFT calculations to consider its synthesizability for a real
case.

TABLE I
DESIGN PARAMETERS.

Parameter Equation

Mixing entropy ∆Smix = −R
n
∑

i=0

ci ln ci

Mixing enthalpy ∆Hmix = 4
∑

i 6=j

cicjHij

Standard deviation of

mixing enthalpy

σ∆H =
√

∑

i 6=j

cicj (Hij −∆Hmix)
2

Mean atomic radius a =
n
∑

i=0

ciri

Atomic size difference δ =

√

√

√

√

n
∑

i=0

ci

(

1−
ri

a

)2

Electronegativity χ =
n
∑

i=0

ciχi

Electronegativity stan-

dard deviation

∆χ =

√

√

√

√

n
∑

i=0

ci (χi − χ)2

Valence electron con-

centration (VEC)

V EC =
n
∑

i

ciV ECi

Standard deviation of

VEC

σV EC =

√

√

√

√

n
∑

i=0

ci (V ECi − V EC)2

Mean bulk modulus K =
n
∑

i=0

ciKi

Standard deviation of

bulk modulus

σK =

√

√

√

√

n
∑

i=0

ci (Ki −K)2

Averege melting tem-

perature

Tm =
n
∑

i=0

ciTmi

Standard deviation of

melting temperature

σTm
=

√

√

√

√

n
∑

i=0

ci

(

1−
Tmi

Tm

)2

the dataset containing the phases feeds the generative model,

creating new candidates o HEAs, and finally verified in density

functional theory (DFT) based open materials databases.

A. Data Collection

For this work, a dataset containing several HEAs was pre-

pared. The HEAs were collected from works available in the

literature and merged [7], [11], [14], [15], [16]. After filtering

and removing duplicated compounds, the given dataset ended

with 1117 entries [12]. The phases were used as conditional

training parameters, and because this information for some

116



Conference Proceedings, Amsterdam Netherlands September 16-17, 2021

compounds was unknown, they were also removed, and the

dataset used to train the CTGAN model had at the end 1103

entries, composed of 195 AM, 362 IM, 350 SS, and 196

SS+IM.

Previous studies on predicting HEAs phases have used para-

metric approaches, based on the Hume-Rothery rules, which

concern the mutual solubility at high temperatures [3], [11],

[17], [18], [19]. Based on these works, 13 design parameters

were chosen, calculated, and included in the dataset, i.e., the

mixing entropy ∆Smix, where R = 8.314 J·K−1·mol−1 is

the gas constant, and ci is the stoichiometric ratio of the i-

th component in the alloy, the mixing enthalpy ∆Hmix, its

standard deviation σ∆H , where Hij is the binary mixing

enthalpy in the liquid phase, the mean atomic radius a, where

ri is the atomic radius of the i-th component in the alloy,

the atomic size difference δ, the Pauling electronegativity χ,

its standard deviation ∆χ, the valence electron concentration

V EC, its standard deviation σV EC , the mean bulk modulus

K, its standard deviation σK , the average melting tempera-

ture Tm, and its standard deviation σTm
, listed in Table I.

Finally, columns containing the chemical elements and their

corresponding fraction in the alloy were included and used as

conditional training parameters.

B. CTGAN

A neural network (NN) can be fed with a dataset, so that

it will learn the relationship between the features present in

that dataset, i.e., what characterizes an output and classify

it accordingly. But would a NN be able to create synthetic

data that is very close to the real data? That’s exactly what

the generative adversarial networks (GANs) do, turning the

world’s attention to them in the last years due to their ability

to generate realistic fake content. A GAN is a generative model

first used to create images [20], but now the scope is extended

to create other contents, e.g., furniture designs for 3D printing

[21].

The GANs work with two NN models, one competing

against the other. One of the models is called generator (G),

responsible for generating synthetic data from a noisy entry

z (a bunch of random values, e.g., randomized values from a

normal distribution between 0 and 1), which tries to generate

a synthetic sample as close as possible to a real one. The

other model is called discriminator (D), which is trained with

both real and fake data, learning the difference between them

and classifying the data from the generator as real or fake.

The results from the discriminator’s classification are used as

input for the Generator, which learns from these results and

calibrates its weights to generate samples that look closer to

the real samples. After the generator improves its generated

data, the discriminator is also improved, being updated by the

new bunch of samples coming from the generator, calibrating

its weights, working as a loop, where the discriminator tries

to become better at differentiating the generated from the real

data.

In this work, the conditional tabular generative adversarial

network (CTGAN) [13] was used, one member of the large

family of GANs (DCGAN, WGAN, etc.). This specific kind

SS IM AM SS+IM

Generator Network

Stoichiometry

...

...

...

...

...

...

Discriminator Network

SS IM AM SS+IM

Stoichiometry
Real 
Data

Modelz´

Fake Real

Latent Space Condition

z

Fig. 2. The main structure of a CTGAN. Random vector and conditions feed
the Generator Network, whose outcome feeds the discriminator to classify
using also real data to distinguish between real and fake compounds. The
architecture of the Networks is described in the main text. The conditions are
based on the phases of the compounds and their stoichiometry.

of GAN gives solutions to data problems such as mixed data

types, non-Gaussian distributions, multi-modal distributions,

learning from sparse one-hot-encoded vectors, and highly

imbalanced categorical columns, which normal GANs don’t

address. Since our HEAs dataset comprises mixed types of

data, containing discrete and continuous values, the CTGAN

addresses the needs imposed by the dataset, and it can be used

to generate new synthetic tabular data.

The CTGAN can be conditioned on some extra information

y, which can be any kind of auxiliary information, feeding the

network with an additional input layer, e.g., class labels or data

from other modalities. In a conditional GAN, the networks G

and D are trained and optimized in an adversarial learning

framework, called objective function, as follows [22]

min
G

max
D

V (D,G) = Ex∼pdata(x)[logD(x|y)]

+ Ezpz(z)[log(1−D(G(z|y)))],
(2)

where x represents the real data. In the conditional training,

the CTGAN encodes the conditioned tabular data columns and

categorical variables in condition vectors, using these vectors

as generator inputs. This architecture uses recent GAN ap-

proaches where the quality and stability of the generated data

are improved, e.g., it uses the discriminator of the PacGAN

[23], and the loss function of the WGAN-GP [24], defined as

L = EG(z∼Pg
[D(G(z))]− Ex∼Pr

[D(x)]

+ λEx̂∼Px̂
[(‖∇x̂D(x̂)‖ − 1)2],

(3)
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where the two first terms are the original loss of the WGAN

[25] and the last term the gradient penalty loss, implemented

to control the discriminator’s gradient for random samples x̂ ∼
Px̂. x̂ represents samples that are interpolated by the real data,

λ is the gradient coefficient penalty, and the distribution of the

real and generated data are represented by Pr and Pg .

Fig. 2 shows the CTGAN’s architecture sketch, comprised

of the generator and discriminator models with the conditional

entries used in this work, i.e., the phases and stoichiometry to

obtain the desired modes from the trained model. Table II

summarizes the used architecture. The following parameters

were used in both G and D neural networks models: Adam

optimizer with a learning rate of 2× 10−4, and weight decay

of 1×10−6. For G, the ReLU activation was used in the input

and hidden layers, and a tanh activation function in the output.

For D, the LeakyReLU activation was used in the input and

hidden layers and the sigmoid activation function in the output.

TABLE II
CTGAN STRUCTURE USED IN THIS STUDY.

Generator Discriminator

Layer Type Dimension Type Dimension

Input Latent + Cond. 90 Features + Cond. 71
Hidden 1 Dense layer 256 Dense layer 256
Hidden 2 Dense layer 128 Dense layer 128

Output Dense layer 71 Dense layer 1

III. DISCUSSION

In this section, the obtained results using the structure shown

in Table II and details mentioned in the previous section are

discussed.

A. Generation of Data

The CTGAN was fed with real HEAs data as input, con-

taining the stoichiometry, the phase, and 13 design parameters.

The loss function for G and D versus the training epochs is

showed in Fig. 3. The convergence of the loss function in both

G and D occur at approximately epoch 50, which means that

from this point, the model reached a limit where G and D

stopped to evolve.

Once the model was trained, synthetic data based on the

knowledge acquired during the training process was generated.

The outputs provided by the CTGAN were the same 71

parameters used as inputs, i.e., the 13 design features, the

4 phases, and the columns containing the chemical elements

fraction. Some of the generated compounds were identical to

compounds provided in the input dataset, e.g., the compounds

AlCo and TiZrNbMoV2. All generated features were compared

with the features in the initial dataset. As result, the values

were identical, indicating that the generated data respects the

knowledge acquired from the input data.

Within the generation, new compositions were also de-

livered by the CTGAN. Between the generated compounds,

an experimentally known HEA that was not included in

the initial dataset was generated, the TiZrCuNiBe, and the

correct phase AM was attributed [26], which means that

this method really opens the possibility of generating real

Fig. 3. Generator and Discriminator loss of the CTGAN training progress.
The convergence after epoch 50 means that one of the models stopped
evolving, and consequently the second model also stops to evolve, since it’s a
competition between generating fake samples that look real and discriminating
these samples as real and fake.

HEAs. Some other examples of possible HEAs candidates (ex-

perimentally not proved) are TiAl0.75CrCo7Ni, B2CoGa2VZr,

Al0.5BCoCr6.3FeMn, AlCoNdNi10Ti, and CoCuFeSn3TiZn0.5.

The evaluation metrics used to get the score of the model

were CSTest, KSTest, KSTestExtended, and ContinuousKL-

Divergence, which are statistical metrics found in the ecosys-

tem of libraries of the synthetic data vault (SDV) [27]. The

average score value obtained from all these metrics together

reached a value of 93 %.

Some of the present compounds in the initial dataset and

some generated compounds were taken for evaluation in

DFT-based open databases for materials, the Open Quantum

Materials Database (OQMD) [28], [29], and Automatic-FLOW

for Materials Discovery (AFLOW) [30]. Fig. 4 shows on the

upper part four aleatory selected compounds from the HEAs

dataset (real compounds), and at the bottom, four compounds

selected from the CTGAN generation (synthetic compounds).

They are classified according to their phase, i.e., the real phase

for the dataset compounds and the expected phase attributed

by the CTGAN for the generated compounds. The bars inside

the phase areas compare the mixing enthalpy ∆H for the real

compounds (in the case of the dataset, calculated from Table I)

and synthetic with the mixing enthalpy calculated from the

OQMD. When compared, the values are in good agreement

in both cases for the real and synthetic data. Note that for

comparison purposes, the mixing enthalpy modulus |∆H| was

used in Fig. 4. Other generated compounds were found in

the database of AFLOW, e.g., AlCuTi, Al0.5CuV, AlFeNi,

and AlCrNiTi, which once more validates the CTGAN as a

generative candidate model for the discovery of novel HEAs.

IV. CONCLUSION

With a specific database containing experimentally proved

HEAs, a study using the generative model CTGAN was

performed to generate new HEAs candidates. The CTGAN
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AM IM SS SS+IM

Real
Synthetic

Real
Synthetic

Real
Synthetic

Real
Synthetic

OQMD OQMD OQMDOQMDDataset Dataset Dataset Dataset

OQMD OQMD OQMDOQMDCTGAN CTGAN CTGAN CTGAN

TiZrHfCuNi CoCrFeNbNi CoCrFeNiPd2 CrNbTiZr

Bi3Co0.5CuNiVZn0.5Al0.4CoFeMo0.2PtTiAl16CoCu6FeMoP10 Al10CoFeSb2Ti

27.3600 28.5582 14.8800 14.2790 6.1111 6.5604
5.0000 5.3064

46.5803
53.3534 54.1474 54.0288 9.7300 9.5515 31.5358 32.6102

Fig. 4. Main results from the generative approach. Comparison of real values of ∆H for HEAs and those generated by our CTGAN. The figure shows
results for the four different phases, AM, IM, SS, and SS+IM, separated in columns. Note that absolute values are shown (all the obtained values for ∆H
are negative). The dark boxes contain compounds and ∆H values from real compounds (dark red columns), while those contained in the faded color boxes
(blue columns) have been obtained with the CTGAN. The values of ∆H from the dataset and also those generated by the CTGAN are compared with the
calculations performed using OQMD.

proved to be a tool that suits this purpose since it can generate

experimentally proved compounds. To improve the ability to

generate novel HEAs, some filters can be taken into account,

e.g., a phase-oriented training, but in that case, more data

would be necessary to train the model. Data validation was

done using DFT-based open databases, e.g., comparing the

mixing entropy calculated by the OQMD and the CTGAN

generated values, and finding out that some of the generated

compounds were also found in the AFLOW database. The use

of artificial intelligence in the materials science field has the

potential to improve the industrial sector, e.g., in the case of

intensive energy processes by providing alloys with improved

thermo-mechanical properties, such as a material with higher

strength at high temperatures, being more agile and cost-

friendly when compared with traditional methods as trial and

error.
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Abstract— The constant tendency toward the materials 
properties improvement nowadays creates opportunities for the 
scientists, and furthermore the manufacturers all over the world to 
design, form and produce new alloys almost every day.  Considering 
the fact that companies all over the world look for alloys with the 
highest values of mechanical properties coexisting with a reasonable 
electrical conductivity made it necessary to develop new materials 
based on copper, such as copper magnesium alloys with over 2 wt. 
% of Mg. Though, before such new material may be mass produced 
it must undergo a series of tests in order to determine the production 
technology and its parameters. The presented study is based on the 
numerical simulations calculated with the use of finite element 
method analysis, where the geometry of the cooling system, the 
material used to produce the cooling system and the surface quality 
of the graphite crystallizer at the place of contact with the cooling 
system and its influence on the temperatures throughout the 
continuous casting process is being investigated. The calculated 
simulations made it possible to propose the optimal set of equipment 
necessary for the continuous casting process to be carried out in 
laboratory conditions with various casting parameters and to 
determine basic materials properties of the obtained alloys such as 
hardness, electrical conductivity and homogeneity of the chemical 
composition. 
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Keywords— CuMg alloys, continuous casting, temperature 

analysis, finite element method. 
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Abstract— Scented geranium (Pelargonium graveolens) is a 

valuable and medicinal plant that contains essential oil, phenol, 

flavonoid and antioxidant and is used in various industries. In order 

to investigate the effect of nano-iron and zinc chelate fertilizers on 

morphological characteristics and some phytochemical attributes of 

Pelargonium graveolens, a factorial research performed with two 

factors of spray of nano–iron chelate fertilizer and spray of nano–zinc 

chelate fertilizer on each five levels (0, 1.5, 2.5, and 3.5 mg.l-1) in a 

completely randomized design with three replications. Morphological 

traits including plant height, number of leaves per plant, number of 

lateral branches, main stem diameter, and petiole length were 

investigated. Phytochemical traits including chlorophyll content, 

carotenoid, antioxidant activity, amount of phenolic compounds and 

total flavonoid were also studied.Analysis of variance showed that 

the interaction effect of foliar application of iron and zinc nano 

chelate on morphological traits was significant at leaf number and 

petiole length at 5% level and at main stem diameter, height, leaf 

length and number of lateral branch at 1% level and in physiological 

traits of chlorophyll a, chlorophyll b, total chlorophyll and carotenoid 

as well as phytochemical traits of phenolic, flavonoid and antioxidant 

activity were significant at the 1% level. According to the results, the 

highest number of leave and lateral branch were observed in the 

treatment (Fe0.5 Zn2.5). Also, the highest stem diameter was 

observed in the treatments (Fe0 Zn0.5) and (Fe3.5 Zn0) and the 

highest plant height in treatment (Fe0.5Zn3.5). The highest pellet 

length was obtained in the treatment (Fe2.5 Zn2.5) and the longest 

petiole length in the treatments (Fe1.5 Zn0), (Fe2.5 Zn2.5) and (Fe3.5 

Zn3.5). Rate of Chlorophyll a, total chlorophyll and carotenoids were 

highest in treatment of (Fe0.5 Zn1.5) with means 6.48, 7.44 and 

410.28 mg/g fresh weight, respectively and Fe0 Zn1.5 was the most 

effective treatment for chlorophyll b with average of 1.21 mg.g-1 

fresh weight. The highest amount of total antioxidant in the treatment 

(Fe3.5 Zn1.5) was 86.87% as well as the total flavonoid content in 

the treatment (Fe1.5 Zn0) was 2.86 mg quercetin per gram of dry 

matter. The control (Fe0 Zn0) had the highest total phenol content 

compared to other treatments with 1.66 mg gallic acid per gram of 

dry matter. The results show that the use of low concentrations of 

nano-iron and zinc chelate fertilizer can increase the yield 

components and biochemical traits of the Pelargonium graveolens, 

which suggests suitable or low concentrations of these nano-iron and 

zinc chelated fertilizers. basil. 

 

Keywords— Antioxidant, Nano fertilizer, Pelargonium 
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Abstract— The use of both organic and inorganic manures have 

been reported to enhance soil productivity, increase the soil organic 

carbon content, soil micro-organism, improve soil and enhance crop 

yield. The superiority and richness of combination of organic 

manures and mineral fertilizers over single manure applications 

have been confirmed in other studies. The study evaluates effect of 

P - source (as NPK 15:15:15 or cow dung manure) on the growth 

and yield of pepper (Capsicum frutescence) in Anyigba (latitude 

7o151N and 7o291N and longitude 7o111E and 7o321E with 

altitude of 420m above sea level). The treatment components were 

a control: 60 kg and 120 P/ha (applied as cow dung) as well as 60 

kg and 120 kg P/ha (applied as NPK 15:15:15) in addition to 60 kg 

and 120 kg P/ha as equal split between NPK 15:15:15 and cow 

dung.in a Randomized Complete Block Design (RCBD) with three 

replications. Data on growth and yield components were taken at 2, 

4, 6, and 8 weeks after transplanting (WAT). Generally nutrient 

source did not differ significantly relative to plant height, leaf 

number and stem girth. Nutrient addition however indicate better 

significant performance when compared with the control. Regarding 

crop yield application of 120 kg P /ha in split equal doze of NPK 

15:15:15 + Cow dung gave the best yield result.   

 

Keywords— Plant height, NPK fertilizer, Number of leaves, 

Organic fertilizer, Stem girth. 
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     Microfluidic platforms allow generating a highly-ordered assembly of uniform gold nanoparticles inside their 

microchannels through the pervaporation of the solvent (Figure 1A).1 Furthermore, the microfluidic approach 

enables the fabrication of uniform assemblies of any dimension or morphology studied by SAXS. 

    Surface-enhanced Raman spectroscopy, SERS, is an advanced analytical technique that can be used for the 

ultra-sensible detection of analytes since it offers orders of magnitude increases in Raman signals. It occurs at 

the surface of a plasmon surface mainly due to the presence of strong electromagnetic fields generated after the 

plasmon excitation. Moreover, this effect could be more intense in the case of hierarchical nanoparticles 

assemblies due to an antenna effect as demonstrated by recent simulations.2 While the plasmonic substrates 

made by drop-casting show poor uniformity that limits their potential plasmonic applications, the microfluidic 

approach gives rise to platforms with highly uniform and intense SERS activity (being both key parameter to 

achieve quantitative analysis and low detection limits (LOD). Herein this study will show the fabrication and 

characterization of plasmonic platforms fabricated using Au octahedral nanoparticles synthesized through a wet 

chemical method. Besides, the sensing capabilities of the platforms will be analyzed by investigating the SERS 

efficiency using different Raman active analytes. For instance, experiment performed with Crystal Violet 

showed a LOD of 100 zM, which is several orders of magnitude lower than those found in the literature. 

Additionally, by assembling a 3D silica super-crystal before the 3D plasmonic super-crystal the study 

demonstrated its potential applicability as microfluidic liquid chromatography-chip with SERS-based sensing 

capabilities. 3 

 

Figure 1: (A) Schematic illustration of the evaporated microfluidic system used for self-assembled Au 

nanoparticles with a SEM micrograph of the nanoparticles assembly. (B) Raman optical image and SERS spectra and 

mapping at 1270 cm-1 for acid blue 25 and 1618 cm-1 in the presence of a mixture of 10-7 M of each analyte. 
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    Abstract—Many emotions are associated with health and disease 

at a personal and collective level. In public health, they form a part of 

the web of causation that underlies problems as diverse as diabetes, 

depression and violence. For example, frustration, anger, pride and 

greed all contribute to violence, which is a major cause of death and 

disability.  Emotional intelligence (EI) is a critical element of 

interventions designed to address violence and has gained traction in 

some populations. A public health approach would address not only 

‘EI-deficiency’ as a risk factor for violence, but also the factors that 

contribute to that deficiency (for example, poor education, lack of 

access to care, racism, violent media). It would explore not only 

social and emotional learning as a remedy, valuable though these are, 

but also actions to address the underlying conditions. This would 

necessarily involve collaboration across sectors, across industries and 

across disciplines. 
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Abstract— Emotional Intelligence (EI) is a growing field, and 

many studies are examining how it pertains to the workplace. In the 

context of crisis management several studies have postulated that EI 

could play a role in individuals’ ability to execute crisis plans. 

However, research evaluating the EI of leaders who have actually 

managed a crisis is still lacking. The COVID-19 pandemic forced 

many businesses into a crisis situation beginning in March and April 

of 2020. This study sought to measure both EI and effective crisis 

management (CM) during the COVID-19 pandemic to determine if 

they were positively correlated. A quantitative survey was 

distributed via the internet that comprised of 15 EI statements, and 

15 CM statements with Likert scale responses, and 6 demographic 

questions with discrete responses. The hypothesis of the study was: 

it is believed that EI correlates positively with effective crisis 

management. The results of the study did not support the studies 

hypothesis as the correlation between EI and CM was not 

statistically significant. An additional correlation was tested, 

comparing employees’ perception of their superiors’ EI (Perception) 

to employees’ opinion of how their superiors managed the crisis 

(Opinion). This Opinion and Perception correlation was statistically 

significant. Furthermore, by examining this correlation through 

demographic divisions there are additional significant results, 

notably that French speaking employees have a stronger 

Opinion/Perception correlation than English speaking employees. 

Implications for cultural differences in EI and CM are discussed as 

well as possible differences across job sectors. Finally, it is hoped 

that this study will serve to convince more companies, particularly 

in France, to embrace EI training for staff and especially managers.   
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Abstract— Globally, many governments have publicly 

recognized private security firms as essential services providers. The 

private security firms face a lot of challenges, but the COVID-19 

situation also has exacerbated them to another level. This paper 

locates its relevance in the post-coronavirus era. The COVID-19 

pandemic has redefined the world operation which shows a higher 

impact on the security field. Accordingly, the purpose of the study 

was to examine the role of corporate governance on performance of 

private security firms in a post-covid pandemic era in Kenya. The 

study employed descriptive research design which included 

quantitative approach and secondary data. The study was carried in 

the month of July, 2021 from the registered private security firms. 

After targeting all private security firms, only 54 firms had disclosed 

their annual report by the time of conducting the study. The results 

depicted that pandemic has affected performance of private security 

firms measures unfavorably. Further, boards of director’s show a 

positive association with security firm performance. The study 

recommends that there is need board of directors to enhance 

management’s risk assessments in the midst of COVID-19; ensure 

that there are business continuity plans; there is organizational 

resilience; there is need for  development of  new digital strategies; 

enabling the digital workforce in the firms and have effective 

communication plans with both internal and external stakeholders  

to deal with uncertainties and develop more post-COVID practices 

for boards of directors to improve performance of private security 

firms in Kenya.  The practical implications of the study is that the 

research outcomes might assist regulatory bodies, investors, 

policymakers and security sector in general in their formulation of 

public and corporate governance strategies concerning future 

emergency preparedness and responses. This study also provides a 

unique contribution to the literature of COVID-19 and security firm 

performance in emerging economies context. 
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Purpose—Today, purchasing and supply management (PSM) has 

developed to a knowledge-intensive and fluid field that requires 

professionals with specific skills. The notions of a divided lifetime, 

where work follows education, are no longer feasible. Here, the PSM 

environment changes due to new technologies supporting, replacing, 

and introducing new purchasing tasks. Scholars often describe this 

phenomenon as a new industry paradigm called Industry 4.0. 

Following the assumption of working environment changes and 

skills, purchasing professionals must be educated and trained 

continuously. For this reason, this work develops a model for lifelong 

learning within the field of PSM by combining practitioner training 

and higher education study programs. Thus this research tries to 

answer the research question: How to achieve lifelong learning 

within purchasing and supply management? 

 

Methodology—This study utilises a multiple-method approach. 

First, the current needs within industry and available educational 

programs are explored by a multiple-case study. The multiple-case 

study also analyses the purchasing maturity stages and human 

resource development strategies of 15 firms in the Netherlands. 

Second, secondary data on available practitioner training and study 

programs offered are analysed. Here, the content of existing 

professional training and higher education study programs is 

explored. Third, a lifelong learning model is developed based on the 

multiple-case study outcome and higher education experts' 

experience within PSM. Therefore, the lifelong learning model will 

be the outcome of this research.  

 

Findings—The multiple-case study results show a low maturity 

level in purchasing for the cases addressed, with little focus on 

human resource development. A lifelong learning process is 

necessary to keep up with rapid developments in the current business 

environment. In contrast to what the literature suggests, financial 

constraints do not seem to be the reason for missing a personal 

development policy. Respondents claimed that a structural personal 

development policy on both individuals and collective level could 

improve purchasing performances due to greater human resources. 

Here, findings show a limited supply of purchasing education and 

training in the Netherlands. Educational institutions such as NCOI, 

LOI and ISBW offer purchasing education on a basic level. After 

that, the NEVI offers specialised education that is highly recognised 

and respected nationally. With NEVI I and NEVI II training, 

purchasing professional create a strong foundation in terms of 

competence and knowledge level for the purchasing function. 

However, from a purchasing maturity perspective, this available 

purchasing training does not provide skills within purchasing latest 

developments. Here, universities hold the knowledge of future 

developments within the field based on their explorative research 

activities. This research suggests combining practitioner educational 

programs and higher educational institute teaching to realise lifelong 

learning for students and the current workforce (see figure 1). 
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Fig. 1 Suggested model for lifelong learning in PSM 

 

Contribution—This work contributes by providing a lifelong 

learning model within PSM. The model provides a guideline for an 

organisation to increase purchasing maturity by implementing a 

bottom-up approach, starting with sophisticated human resource 

development strategies. Here, the study suggests creating competence 

profiles (or job profiles) which can be used to identify competence 

gaps among purchasing employees. With the help of job- or 

competence profiles, organisations can create a standard policy to 

determine each individual's further education. 

Further, an assessment to identify skill requirements and 

competency gaps should be performed regularly. The assessments are 

key to this concept, which stimulates continuous learning. This 

approach meets the demands of purchasing professionals towards a 

structural collective and individual approach to a personal 

development plan. Thus, the model ensures individuals (and therefore 

also organisations) meet the purchasing function's future needs. The 

lifelong learning model is especially supported by the specific 

courses which are organised on a university level. Professional can 

attend these courses to obtain current and future-oriented skills, 

realising continuous improvement.   
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Abstract—Accelerated development in structural membrane 

technology and practice since the 1950s has increased the difficulty for 

fledglings to contribute to the field [1]. Thus, educational strategies 

should be employed to increase student understanding of membrane 

structures at undergraduate level. 

 

This research focuses on the importance and effectiveness of tactile 

teaching methods in the education of tensile membrane structures at 

undergraduate level. Students gaining membrane construction 

experience and improving their understanding about tensile membrane 

structure design have been identified as key learning outcomes. The 

selection of these objectives is supported by the works of Lewis [2] 

and Adriaenssens [3]. 

 

The DAD Project requires students to deliver the Design, Assembly 

and Dismantling of a full-scale lattice structure, with a teaching kit 

comprised of prefabricated tubular steel members and connectors. 

Group participants develop and construct designs using the available 

kit (Figure 1), focussing on health and safety as well as honing creative 

and management skills. 

 

  
Figure 1: Example of a structure constructed by first-year 

undergraduate students in June 2016. 
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Figure 2: The new full-scale membrane teaching kit constructed by 

undergraduate students in April 2021. 

 

The full paper will present a new case study – a full-scale teaching 

kit utilised in workshops at the University of Surrey for the DAD 

Project (Figure 2), as well as other educational schemes using tactile 

strategies such as those from the University of Belgrade and Sadjad 

University of Technology. 
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Abstract— Urban shrinkage is a prevalent challenge with a 

marked feature of population loss. By revisiting current global 

solutions of urban shrinkage, we find notable drawbacks that are 

required to be resolved and grounded presume that the smart city 

strategy which constitutes a dominant vision for cultivating a more 

sustainable future for urban economy and living quality could be a 

complementary recipe. As China’s national smart city pilot projects 

in 2013 contained 34 prefecture-level pilot cities facing urban 

shrinkage, the study takes the pilot projects as a quasi-experiment to 

verify the presumption and answer how smart cities could bring a 

brighter future for shrinking cities. By difference-in-difference 

method based on propensity score matching (PSM-DID), the study 

finds significant effects of smart city strategies on shrinking cities in 

catalysing sustainable economic growth by upgrading and 

diversifying local industries, promoting economic growth, and 

providing better quality of life for citizens through improved wages 

and quality of urban environment, and enhanced public service. By 

clarifying the generalizability of theories, policies and intervention 

strategies, the study also implicates policy significance to other 

countries. 

 

Keywords— Shrinking cities,smart cities,policy response,pilot 
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Abstract— 1.1 Overview: 

This study was made because we had  comprehended that the war 

had effect in everything in our daily life, universally here in our city 

SEBHA. Since 2011,till, 2015 students have had  seen a lot of 

actions  which effect in their environment, education system , their 

learning habits,  their thinking ability and that effects  the students 

while learning  the  English  language, the researcher investigate  

about How the English language can be effected by the war, Why  it 

was effected? What was the things that help this problem to take 

time ?   and what's the solution  for this problem? Moreover all of 

that is important for the students  future  and that what we try to 

clarify in the coming study . There is little doubt that wars cause 

stagnation of many development programs, including education. 

Writing from the Ethiopian civil war experience, Rowley (1998, 

482) reveals that, “the civil war with Eritrea and the time of the 

‘Dreg’ impacted schools and families”. The civil wars have been 

very costly and they have crippled social infrastructures including 

education and other basic and necessary social services (Waal and 

Vines 1992; Malecela 1999). The civil wars have not only been 

causing inestimable cost in the war zones but also in the neighboring 

countries, which suffer the effects of civil wars directly and 

indirectly. As Goulding (1999, 157-159) puts it: 
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    Abstract— Objective: In this study, the effect of typical and 

atypical antipsychotics in the development of obsessive-compulsive 

symptoms in patients with schizophrenia was compared. Method: In 

a descriptive-comparative study, 64 patients with schizophrenia (32 

patients in the group of typical antipsychotics and 32 patients in the 

group of atypical antipsychotics) were studied. All patients who 

received a definitive diagnosis of schizophrenia based on a structured 

clinical interview for DSMV (SCID-I) Axis I Disorders, underwent 

two Yale–Brown Obsessive Compulsive Scale (YBOCS) and a Brief 

Psychiatric Rating Scale (bprs) tests at baseline, three weeks and six 

weeks after treatment. The obtained data were analyzed by 

descriptive statistics, repeated measures analysis of variance and t-

test. Results: In the receiving typical antipsychotics group, the mean 

score of YBOCS test was 2.40, 2.30 and 2.18 before the start of 

treatment, three weeks and six weeks after it, respectively. In the 

group of atypical antipsychotics, the mean score of YBOCS test at 

the beginning of treatment, three, and six weeks after treatment was 

4.12, 4.46 and 4.53, respectively. The difference in YBOCS test 

scores between the two groups receiving typical and atypical 

antipsychotics before treatment was close to a significant level and 

was significant in the third and sixth weeks of treatment (p <0.05). In 

the typical group, one patient with a positive family history showed a 

decrease in obsessive-compulsive symptoms and in the atypical 

group, a patient with a positive family history showed an increase in 

obsessive-compulsive symptoms. Conclusion: Atypical 

antipsychotics can cause obsessive (albeit mild) symptoms in patients 

with schizophrenia. Despite the importance of family history in 

clinical manifestations of obsessive-compulsive disorder in users of 

atypical antipsychotics, the role of this variable in reducing or 

increasing obsessive-compulsive symptoms was small. 
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Abstract— Purpose: Conventional Laparoscopic 

Cholecystectomy (CLC) is the “gold standard” approach for patients 

with gallstones. Single-incision Laparoscopic Cholecystectomy 

(SILC) was an alternative technique, purportedly offering several 

postoperative benefits over CLC. Studies comparing short-term 

postoperative outcomes of SILC versus CLC have yielded 

conflicting results. Our paper aims to compare the long-term 

postoperative outcomes of patients undergoing SILC and CLC with 

a minimum follow up of seven years. 

 

Methods: A comparative retrospective study between SILC and 

CLC was conducted among 118 patients undergoing 

cholecystectomy from October 2008 to December 2010 

(SILC=67/CLC=61). An initial retrospective chart review was 

performed. We later surveyed the patients who had undergone 

cholecystectomy by telephone interview at a mean(sd) of 4(0.75) 

years, and at 8(0.75) years. Postoperative outcomes were evaluated. 

 

Results: No significant difference between SILC and CLC groups 

for daily pain scores (p = 0.45 and 0.97, for day 1 and 2, 

respectively), daily narcotic requirements (p = 0.09 and 0.85, for day 

1 and 2, respectively), and time to return to normal activity (p = 

0.11). The mean(sd) operative time was greater in SILC group 

[52(2.0) mins versus 36(2.3) mins; p <0.05]. There was a shorter 

mean(sd) length of stay postoperatively in the SILC group [2(0.11) 

days versus 3(0.32) days; p <0.05]. The SILC group had a higher 

median(sd) cosmetic satisfaction score (IQR) than the CLC group at 

both the intermediate-term [10(10) versus 9(8 to10); p <0.05] and 

long-term [10(10) versus 9(9to10); p <0.05] follow up. 

 

Conclusion: SILC is associated with higher patient cosmetic 

satisfaction than CLC. However, the procedure is more technically 

challenging and associated with increased operating time and costs. 

The marginal cosmetic benefit at the expense of increased operative 

time and economic costs will likely mean that the choice of 

procedure will be largely patient rather than physician driven.   

 

Keywords— Conventional laparoscopic cholecystectomy, 
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Abstract— In the present study, 53 commercially available 

mineral water brands were collected from the Romanian market and 

have been analyzed based on the chemical, mineral content as 

labeled by manufacturers. The selected chemical parameters were, 

from the cations: Ca²⁺, Mg²⁺, Na⁺, K⁺, from the anions:  HCO-3, Cl-

, SO2-4  , and fixed residue at 180ºC. The Spearman correlation 

showed that cations (Ca²⁺, Mg²⁺, Na⁺, K⁺) had positive correlation 

with the  , the correlation coefficients were 0.90, 0.83, and 0.75. The 

mineral content varied between a large spectrum. According to the 

fixed residue, the distribution of low, medium, and rich mineralized 

water was 43.9%, 41.46%, and 14.63%, respectively. Based on ion 

composition mineral waters can be classified as: bicarbonate-, 

calcium-, magnesium-sodium waters with 34%, 26.4%, 24.5%, and 

18.9%, respectively. The Hierarchical Cluster Analysis (HCA) 

resulted in two different clusters and five sub-clusters; cluster 1 had 

three mineral and bicarbonate grads (1.1-low, 1.3-medium, and 1.2-

high), and the average Ca2+/Mg2+ ratios varied between 3.61-5.71. 

The mineral water brands with very high mineral and bicarbonate 

content belonged to cluster 2. The differences in chemical 

composition of the bottled waters can be mainly attributed to the host 

rocks geology, underground residence time and physico-chemical 

parameters as well.   
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    Abstract— Background: Down's syndrome patients are 

suffering from such gastrointestinal and metabolic complications 

which affect their prolongation for survival and this could be 

attributed to the malnutrition system. To reduce the risk factors for 

mortality, the paper has focused on the assessment of the 

socioeconomic, clinical, physical, biophysiological, and biochemical 

characteristics of them which can be affected by the type of nutrition 

system, toxicity, and ecological footprint. 

Methods: Patients were males with trisomy 21 diagnosed by 

karyotype test and assessed by clinical examinations. The clinical 

observations, medical interventions, and oral diseases associated with 

DS have been defined and oral treatment is explored. Samples 

collected from different biofluids. The physicochemical analyses of 

the biomatrix samples were performed and these properties had 

compared to findings of healthy males and age-matched controls. In 

specific, trace elements which could be originated from 

environmental resources were assessed in saliva, blood, urine, and 

hair. 

Results: Duraphat application was proved effective for their oral 

treatment and saliva was the optimum biomarker for detecting 

malnutrition. The patients were hypersensitive to Cu while the Mn 

content in blood and hair was considered an expression to the degree 

of epileptic condition and chronic seizure development. The 

ecological footprint was 5.6 gha and carbon footprint was recognised 

in food poverty habits. These can be reduced by eating more plant-

based proteins and fibre-rich foods with low saturated fats and 

sodium.  

Conclusion: The current findings provide an up-to-date reference 

for expected developmental outcomes in children with DS in terms of 

biophysicochemistry. The genetically sensitive intervention is 

affected by heredity factor and sensitivity to toxics. Down's 

syndrome is encouraged to live green-hipster life. Besides, doctors 

are recommended to order the physicochemical analyses for early 

detection of this special intervention. 
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Abstract— Vitivinicultural microbial “terroir” uncovers the 

impact of vineyard characteristics, such as grape cultivar, 

geographical region, climate conditions and applied vitivinicultural 

practices, on grapes’ microbiota suggesting that there is a unique 

microbial fingerprint associated with the terroir. Until recently, the 

microbial diversity of grapes and wine has been explored mostly by 

culture-depended techniques. However, to overcome the limitations 

of these techniques, culture-independent approaches have been 

recently developed to study food microbial ecosystems. Among 

them, high-throughput sequencing, and, in particular, the amplicon-

based metagenomics is nowadays the golden standard to elucidate 

microbial terroir. Agiorgitiko (Vitis vinifera L. cv.) is the most 

popular indigenous grape variety in Greece, grown in the Protected 

Designation of Origin (PDO) Nemea zone. Both terrain and climate 

conditions are quite diverse along the zone, resulting the informal 

division of the zone into three sub-zones, which impact the 

maturation process and the microbial ecology as well as the 

physicochemical characteristics of the grapes. The present study, the 

first of its kind in Greece, aims at depicting the microbial fingerprint 

of the sub-zones of Nemea, by examining the grapes’ microbial 

biodiversity over time and space using amplicon-based 

metagenomics analysis. Towards this, 25 vineyards from four 

different areas of the Nemea PDO zone were selected, and grape and 

soil samples were collected at harvest from two consecutive harvest 

seasons (2019 and 2020). Total DNA was extracted from all samples 

and the 16S rRNA gene and ITS DNA region were sequenced and 

analyzed by bioinformatics tools for the identification of the bacteria 

and yeasts/fungi diversity, respectively, while statistical analyses 

were also employed. The results revealed that, generally, soil 

yeasts/fungi biodiversity was higher than that of grapes. Moreover, 

yeasts/fungi biodiversity varied among the four regions, no matter 

soil or grapes. In particular, Fusarium, Robillarda, Ascobolus, 

Alternaria, Truncatella, Geomyces, Leucoagaricus and 

Cryptococcus dominated in the soil samples, whereas 

Aureobasidium, Aspergillus, Cladosporium, Alternaria and 

Penicillium were the prevailing yeasts/fungi genera in grapes, with 

varying abundances depending on both region and time. On the other 

hand, bacteria diversity was higher than that of yeasts/fungi, in both 

grapes and soil, with the genus Acidobacterium dominating in both 

ecosystems, followed by several other genera, such as 

Pseudomonas, Rubrobacter, Skermanella, Gemmatimonas, 

Ohtaekwangia, Microvirga and Sphingomonas with minor 

abundance differences among the four regions and the harvest 

seasons. Principal component analysis (PCA) clustered the majority 

of vineyards together, regardless the yeasts/fungi or bacteria 

communities, thus, showing a joint microbiota fingerprint for the 

Nemea PDO zone; a couple of outliers observed might be attributed 

to variations in cultivation conditions. 
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Abstract— Table olives are one of the most popular fermented 

vegetables worldwide, which along with olive oil, have a crucial role 

in the world economy. They are highly appreciated by the consumers 

for their characteristic taste and pleasant aromas, while several 

health and nutritional benefits have been reported as well. Until 

recently, microbial biogeography, i.e., the study of microbial 

diversity over time and space, has been mainly associated with wine. 

However, nowadays, the term 'terroir' has been extended to other 

crops and food products so as to link the geographical origin and 

environmental conditions to quality aspects of fermented foods. 

Taking the above into consideration, the present study focuses on 

the microbial fingerprinting of the most important olive varieties of 

Greece with the state-of-the-art amplicon-based metagenomics 

analysis. Towards this, in 2019, 61 samples from 38 different olive 

varieties were collected at the final stage of ripening from 13 well 

spread geographical regions in Greece. For the metagenomics 

analysis, total DNA was extracted from the olive samples, and the 

16S rRNA gene and ITS DNA region were sequenced and analyzed 

using bioinformatics tools for the identification of bacterial and 

yeasts/fungal diversity, respectively. Furthermore, principal 

component analysis (PCA) was also performed for data clustering 

based on the average microbial composition of all samples from 

each region of origin. According to the composition, results 

obtained, when samples were analyzed separately, the majority of 

both bacteria (such as Pantoea, Enterobacter, Roserbergiella, and 

Pseudomonas) and yeasts/fungi (such as Aureobasidium, 

Debaromyces, Candida, and Cladosporium) genera identified were 

found in all 61 samples. Even though interesting differences were 

observed at the relative abundance level of the identified genera, the 

bacterial genus Pantoea and the yeast/fungi genus Aureobasidium 

were the dominant ones in 35 and 40 samples, respectively. Of note, 

olive samples collected from the same region had similar fingerprint 

(genera identified and relative abundance level) regardless of the 

variety, indicating a potential association between the relative 

abundance of certain taxa and the geographical region. When 

samples were grouped by region of origin, distinct bacterial profiles 

per region were observed, which was also evident from the PCA 

analysis. This was not the case for the yeast/fungi profiles since 10 

out of the 13 regions were grouped together mainly due to the 

dominance of the genus Aureobasidium. A second cluster was 

formed for the islands Crete and Rhodes, both of which are located 

in the Southeast Aegean Sea. These two regions clustered together 

mainly due to the identification of the genus Toxicocladosporium in 

relatively high abundances. Finally, the Agrinio region was 

separated from the others as it showed a completely different 

microbial fingerprinting. However, due to the limited number of 

olive samples from some regions, a subsequent PCA analysis with 

more samples from these regions is expected to yield in a more clear 

clustering. The present study is part of a bigger project, the first of 

its kind in Greece, with the ultimate goal to analyze a larger set of 

olive samples of different varieties and from different regions in 

Greece in order to have a reliable olives’ microbial biogeography. 
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Abstract— Intro: Doxorubicin (DOX) is a standard anticancer 

agent exerting devastating effects as nephrotoxicity, hepatotoxicity 

and cardiotoxicity. The purpose of this study was to increase the 

clinical use of DOX through decreasing its detrimental effects via 

combination with ACE inhibitors to ameliorate the induced acute 

kidney injury (AKI). Method: AKI was induced by a single injection 

of DOX (7.5 mg/kg; i.p.). Group 1: control -ve, Group 2: DOX (7.5 

mg/kg; i.p.) single dose, Group 3 and 4: Lisinopril (Lis) (20 mg/kg) 

and Enalapril (Enal) (40mg/kg) orally for 15 consecutive days after 

DOX injection. Serum samples were used to measure creatinine and 

BUN, tissue samples were extracted to determine myeloperoxidase 

(MPO), malondialdehyde (MDA), total antioxidant capacity (TAC) 

and kidney injury molecule (KIM-1) using ELISA technique. Heme 

oxygenase (HO-1) RNA expression was quantified in tissue using 

real time polymerase chain reaction (PCR). Part of the kidney tissue 

was kept in formalin for immunohistochemical demonstration of 

Cleaved Caspase-3 and NF-κβ immune staining and the other part 

was used for pathological examination. Results: Oral treatment with 

Lis (20 mg/kg) and Enal (40mg/kg) for 15 consecutive days reversed 

DOX effects as they reduced the serum creatinine and BUN, kidney 

levels of MPO and MDA, whereas the drugs showed an increase in 

the TAC.  Drugs also reduced KIM-1 and HO-1 RNA expression. A 

significant decrease in cleaved caspase-3 and NF-κβ immune stained 

cells of the rat kidney as well as an impressive improvement in 

pathological findings. Conclusion: The study concluded that DOX 

adverse effects can be controlled by Lis and Enal.. 

 

Keywords— lisinopril, enalapril, acute kidney injury, 

doxorubicin, oxidative stress. 
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Abstract— Objective: The current study aimed to evaluate the 

in vivo anti-inflammatory and anti-nociceptive properties of 

Crataegus sinaica methanol extract. Methods: Mass spectrometric 

analysis of the methanol extract of C. sinaica was done, as well as, 

metabolites’ profiling using UPLC/PDA/ESI-MS. Afterward, the 

anti-inflammatory and the analgesic activities of C. sinaica at three 

oral dose levels (50, 100 and 200 mg/kg) were tested. Key findings: 

Metabolites profiling revealed the presence of several classes to 

confirm the richness of Crataegus sinaica with phenolic-derived 

metabolites. The study of anti-inflammatory activity demonstrated 

that the different examined doses of C. sinaica extract significantly 

suppressed inflammation in carrageenan-induced rat paw edema 

compared to the untreated control.  Moreover, biochemical analysis 

of PGE2, TNF-ɑ and MPO levels in paw exudate showed significant 

reduction compared to the control. The peripheral analgesic activity 

of C. sinaica extract exhibited inhibition of the abdominal 

contractions induced by ip injection of acetic acid. Likewise, C. 

sinaica extract increased the latency time in hot plate test, in the 

central analgesic activity test, compared to the control. Conclusion: 

These findings support the traditional use of C. sinaica against 

several inflammatory ailments. 

 

Keywords— crataegus sinaica, metabolites profiling, 

inflammation, carrageenan, writhing. 
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Abstract— Coronary artery plaques present features of varying 

nature with corresponding degree of severity and risk for both 

obstructive and non-obstructive diseases (stenosis) [1]. Though plaque 

characterization plays the most important role, automatic methods 

must first localize the plaque on the coronary length. For this work a 

dataset of 124 coronary CT angiography (CCTA) scans were 

retrospectively collected. All patients were accepted at triage with 

minimal to severe coronary artery disease (CAD) suspicion. To 

perform automated analysis the manual annotation of coronary 

centerline was used as supervision. The goal of this work is to propose 

an effective method for plaque localization by performing a frontal 

comparison of multiple methods using a unified framework and 

tailored metric for plaque detection/localization. All methods reported 

are based on a neural network architecture trained on the same Train 

Set and evaluated on the same Test set. Because of the lack of openly 

available frameworks for the assessment of non-obstructive diseases 

we propose to make use of the plaque annotations present in the 

Rotterdam Coronary Algorithm Evaluation Framework [2] for 

additional test on 18 patients. 

 

Keywords— Plaque Detection, Computer Aided Diagnosis · 

Coronary CT Angiography · Deep Learning.  

I. INTRODUCTION 

 Coronary plaque classification has been lately approached 

using machine learning [3]. While coronary calcified plaques 

detection can be solved quite successfully using deep learning 

by Agatston Score [4] prediction [5], coronary plaques 

(especially non obstructive plaques) in CCTA remains a more 

challenging topic. In [6] the author implemented a pipeline for 

2.5d image classification. The model is trained to classify the 

image as plaque soft, plaque mix, plaque calcified and healthy. 

The provided input is a multichannel image with two 

orthogonal views of the coronary CPR-straightened (Curved 

Plane Reconstruction) volume. Another method [7] proposes a 

more complex pipeline. Using RCNN the CNN extracts 

features later to be provided as input to a recurrent neural 

network with memory units (GRU) to aggregate information 

along the whole coronary segment. Even more recently in [8] 

the author claims that Radiomics [9]  are better embeddings 

than CNN extracted features for the same pipeline with GRU 

units as aggregators for stenosis and revascularization 

prediction. These methods proved the feasibility of plaque 

characterization using deep learning however the plaques 

detection remains unsolved as the measurements shows that 
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discrimination performances are not as high as localization 

performances (No-plaque vs rest). 

II. DATA 

A. Test set split 

The dataset used in this work includes 124 coronary CT 

angiography (CCTA) scans, collected and cleaned up during a 

2 years period. Each patient underwent both CCTA and 

anatomical test and has been assigned a CAD-RADS [10] score 

by trained cardiologist. Each Scan is paired with annotated 

coronary centerline: to each point of the centerline is assigned 

a label: 0(no-plaque), 1(calcified plaque), 2(mixed plaque), 

3(soft plaque). All annotation is based on clinical reports issued 

during medical review. The manual annotation has been carried 

out to match the clinical report and the final annotation was 

submitted to a trained cardiologist for review.  

The Train/Test set split was hand-picked by annotators so 

that each positive class (calcified plaque, mixed plaque, soft 

plaque) is uniformly represented. This allows to have the most 

representative Test set for the problem at hand while keeping a 

feasible amount of data for training using deep learning. The 

Test set presents 14 patients with a grand total of 74 plaques: 

32 calcified, 20 mixed, 21 softs. Although patients aren’t 

numerous the plaque concentration is higher than the normal 

population, for example the Rotterdam Coronary Artery Train 

Dataset includes 15 calcified, 5 mixed and 7 softs among 18 

patients. 

Table 1. Test set plaque distribution and CAD-RADS 

 

III. METHODS 

A. Task 

Automatic Coronary Plaque characterization consists in 
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localize any region of the coronary tree that might be interested 

by plaque and then assess its class among 3 main classes: soft, 

mixed and calcified [11]. Multiclass issues may impact learning 

in 3 main ways: the first is inter operator variance among the 

annotated plaques, while localization of the plaque is 

unanimous its composition can be contentious (consensus), the 

second is that plaques of different types may over-lap 

significantly on different sides of the coronary (overlap), finally 

the comparison of multiclassification methods is less obvious 

than the binary case. For these conjoint reasons this work 

focuses on the most general plaque localization via binary 

classification task which can be followed by plaque 

characterization as a downstream task. 

B. Vnet 

The first method is based on the 3D convolutional Vnet 

architecture arranged as an encoder-decoder fashion with skip 

connections. To repurpose the architecture for centerline 

annotations it is applied a cross-sectional pooling layer on the 

full segmentation to obtain a 1D vector from a 3D stretched-

CPR-straightened view of the coronary. 

Fig. 1. Vnet model repurposed for Centerline Annotation prediction 

of coronary plaques, the input is the 3D CPR-straightened view of the 

vessel, the segmentation is pooled to 1D annotation. 

 

  

 
 

DeepMedic. One out-of-the-box method consists in 

repurposing the DeepMedic [12] architecture for lesion 

detection. This model is based on 3D convolutional layers and 

it has been extensively tested on MRI for brain tumor 

segmentation. The model implements a dual resolution pathway 

to capture the context and the details of small lesions. For 

plaque detection the model takes as input the 3D CPR-

straightened view. The output has roughly the same dimension 

as the input, so cross-section pooling is applied in order to 

obtain a pointwise centerline prediction (without CRF module). 

 

CNN. One method was to use a simple CNN (3D encoder and 

fully connected layers in sequence) to classify patches sampled 

and augmented under affine transformation from the centerline 

to avoid the distortion caused by the CPR-straightened 

reconstruction. Patch side was tuned via random search to 28 

with anisotropic resolution of 0.33 mm. 

Fig. 2. The CNN model is fed isotropic patches sampled around the 

centerline. 

 

 

IV. EXPERIMENTS 

A. Evaluation using tailored metric 

Each model will be compared based on 3 criteria. The binary 

classification performances (no-plaque, plaque), the multiclass 

performance (no-plaque, soft, mix, calcified) and finally time 

of inference and computational requirements. The third 

criterium is necessary for a full costs/benefit analysis. The multi 

class evaluation aims to decide whether the method can encode 

the variety of plaques and distinguish them from the healthy 

(no-plaque) segments. In order to carry out this evaluation one 

can design tailored metrics.  

The Per Plaque Recall measures the overlap of prediction and 

annotation over a contiguous annotated plaque, each overlap is 

normalized with respect to the length of the plaque making the 

Per Plaque Recall invariant to plaque length thus focusing on 

hit/miss ratios. 

 

Binary Classification Performances. The simplest approach 

is to measure the global performances over the whole Test-set 

in terms of binary classification performance metrics. This 

method however gives a partial view as class imbalance highly 

affects results. 

Table 2. Binary classification measurement 

 

Model Accuracy F1-score Recall Precision 

CNN 0.929 0.692 0.563 0.898 

Vnet 0.943 0.700 0.883 0.580 

DeepMed 0.814 0.411 0.286 0.732 
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Fig. 3. A representative example of how the prediction is evaluated. 

True positives overlap 90% of each of the 4 contiguous plaque 

annotations. The contiguous empty segments <1.5 mm accounts for 

most of the inter annotation segments in this case the far-left 

prediction will count as false positive in this context. 

 

  

Table 3. Multiclass Per Plaque Recall measurement 

 

Model No-Plaque Calcified Mixed  Soft 

CNN 0.846 0.985 0.985 0.676 

Vnet 0.989 0.729 0.689 0.118 

DeepMedic 0.812 0.936 0.881 0.352 

Table 4. F1 | Class means that the evaluation is conditional to the Class 

(only the positives of the corresponding class are used as target). 

Multiclass F1 measurement agrees with the measurement done with 

the Multiclass Per Plaque Recall 

 

Model F1 | Calcified F1 | Mixed F1 | Soft Avg 

CNN 0.990 0.993 0.787 0.923 

Vnet 0.866 0.837 0.222 0.641 

DeepMedic 0.967 0.904 0.482 0.784 

 

Time of inference and computational requirements. The 

final criterium is re-ported in order to assess the cost/benefits of 

each method, the time of inference refers to the CPU (Intel(R) 

Xeon(R) Silver 4114 CPU @ 2.20GHz ) time per patient (all 

coronaries) while CPR-straightened indicates a larger memory 

footprint. 

Table 5. Requirements and Costs, Coronary-Points column indicate if 

the model needs points sampled from the coronary and Time of 

inference is avg+-std sec per patient (all coronaries). Note that 

inference time do not consider CPR reformation. 

 

Model Coronary-

Points 

CPR-

straightened 

Time of inference 

(CPU) 

CNN yes no 30.35 +- 5 sec 

Vnet yes yes 10.5 +- 1 sec 

DeepMed yes yes 40.3 +- 7 sec 

 

 

 
 

  

Fig. 4. Per Segment Recall Box Plot of each model 
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B. Rotterdam Coronary Artery Dataset 

Coronary Plaque detection algorithms can be tested on the 

Rotterdam Coronary Algorithm Evaluation Framework. While 

the test data and evaluation backend focused on lumen 

segmentation and stenosis prediction the train data contains 

annotated coronary plaque information. For this study 

additional evaluation “in the wild” is performed on the 

Rotterdam Train set annotated centerline plaque information.  

This dataset includes 18 CCTA thin slice scans with coarse 

axial resolution (0.35-0.42 mm) with 238 annotated coronary 

segments. These segments present 7 soft plaques, 5 mixed 

plaques, 16 calcified plaques. For this analysis the same Per 

Plaque Recall measurement is adopted. 

Table 6. Rotterdam Data set. 

Dataset Patients Segments Calcified Mixed  Soft 

Rotterdam  18 238 16 5 7 

Table 7. Multiclass Per Plaque Recall measurement on Rotterdam 

Coronary Artery train set. 

Model No-

Plaque 

Calcified Mixed  Soft 

CNN 0.722 0.9100 0.948 0.515 

 

 

Fig. 5.  Per Segment Recall Box Plot on the Rotterdam Train set 

C. Robustness of CNN approach 

One of the major concerns about this method is the 

robustness to the centerline extraction quality. Centerline can 

be extracted automatically but CPR-straightened view can be 

affected by reconstruction and distortion noise due to the noise 

induced by the reformation in correspondence of bifurcation or 

because of high tortuosity. In order to test whether this method 

can be invariant to the centerline quality, the model is trained 

using augmented inputs under affine random transform and 

evaluated under centerline coordinates noise augmentation to 

measure the impact on the inference as noise increases. Each 

coordinate point   around the centerline is perturbed by a 

uniform noise ! ∼ #(−%, %)&. Embeddings '* were extracted at 

the midpoint of the network after the GAP (global average 

pooling) layer, the cosine similarity shows how embeddings are 

perturbed as noise increases. 

 

Fig. 6. Noise impact on performances, performance remains 

unchanged up to s=4 voxels translation shift or 4.5 mm offset 

(diagonal of a 4 voxels side cube considering an anisotropic 

voxel of 0.33 mm). 

 

+-%%./0'*, '*123 =
456 ,56789

:56::5678:
  (1) 

 

V. CONCLUSION 

We presented a work on coronary plaque detection using 

deep learning, what arose from the presented results is that most 

simple approaches might be the best solution to certain 

problems. We could also extend the CNN approach with a GRU 

sequence aggregator like [7] [8] but with no significant benefits.  

The most challenging issue for this type of tasks is the class 

imbalance. Imbalanced dataset is an issue that can be tackled in 

many ways: weighting the loss terms and uniform sampling can 

help cope with the imbalance.  Because of the problems 

affecting multi-class labelling of coronary segment (consensus 

and overlap) to simulate the balance apported from a weighted 

cross-entropy loss each batch is sampled to be uniformly 

distributed with respect to the 4 classes (no-Plaque, Calcified, 

Mixed, Soft), by doing so each class contributes to ¼ of the 

backpropagated features, assuming training is carried out using 

any variant of stochastic gradient descent, thus achieving the 

same balance as the multiclass formulation without the 

downside of consensus and overlap. If the dataset is highly 

imbalanced uniform sampling may lead to overfitting, it is 

therefore important to find the correct balance between strictly 

uniform and random sampling 
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Abstract— Native to Madagascar, Kalanchoe delagoensis 

(mother-of-millions) was introduced to Australia and was first 

recorded as a weed in 1940. It has since become invasive throughout 

New South Wales and Queensland in eastern Australia, where it 

competes with native biodiversity and is toxic to livestock. Chemical 

and mechanical control methods exist for K. delagoensis, but they 

are not always effective and are often cost prohibitive. Biological 

control (using natural enemies from the country of origin) was 

therefore considered to be the most cost-effective, sustainable 

approach to manage this weed in Australia. The flea beetle, Bikasha 

sp., a newly discovered species, was found on K. delagoensis in 

southern Madagascar in 2017. After field collection, a laboratory 

culture of the beetle was established at the University of 

Antananarivo to evaluate its potential as a biological control agent 

for K. delagoensis in Australia. Host specificity and impact trials 

were designed and conducted on species of interest to Australia. 

Adult no-choice and paired-choice host-specificity trials were 

conducted on six species of Madagascar Crassulaceae (K. 

blossfeldianna, K. miniata, K. prolifera, K. daigremontiana, K. 

pinnata and Echeveria elegans) and one native Australian species 

(Kalanchoe spathulata). The seven test species were initially 

included in replicated no-choice trials. Of these, three test species 

(K. prolifera, K. daigremontiana and E. elegans) tested positive for 

feeding damage and three species (K. spathulata and K. 

blossfeldiana, K. pinnata) received feeding damage, oviposition and 

larval development. These six species were subsequently included 

in replicated adult paired-choice trials.   Results indicated that 

Bikasha sp. adults didn’t show a distinct preference for K. 

delagoensis over either K. pinnata, K. blossfeldianna or K. 

spathulatha, with viable larvae and eggs being recorded on all of 

these species. However, for the remaining three test species (K. 

prolifera, K. daigremontiana and Eucheveria elegans), significantly 

less feeding damage, oviposition and larval development was 

recorded compared to K. delagoensis.  To quantify the impact of 

Bikasha sp. on K. delagoensis, replicated impact trials were  

conducted using four size classes of plants (<10 cm, 10 - 20 cm, 20-

30 cm, 30 - 40 cm) measuring six growth parameters (total wet 

weight, stem diameter, plant height, number of bulbils and number 

of phyllodes). Results of the impact trials showed that Bikasha sp. 

was able to significantly reduce plant weight, number of phyllodes 

and bulbils. It didn’t have a significant impact on stem diameter and 

plant height. Overall, the impact trial showed a beneficial result in 

that three of the five growth parameters measured were significantly 

impacted. However, host range studies revealed the polyphagous 

nature of this species, especially for the two species (K. spathulata 

and K. blossfeldiana) which are of concern for Australia. Multiple 

choice trials could be used to explore the host range of this species 

 

further, however, it is unlikely that it would ever be considered safe 

for consideration as a potential biocontrol agent in Australia. 

 

Keywords— biocontrol, bryohyllum delagoense, flea beetle, 

host specificity, impact. 
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